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#### Abstract

We study the dynamic behavior of a quantum two-level system with periodically varying parameters by solving numerically the master equation for the density matrix. Two limiting cases are considered: multiphoton Rabi oscillations and Landau-Zener transitions. The approach is applied to the description of the dynamics of superconducting qubits. In particular, the case of the inter-ferometer-type charge qubit with periodically varying parameters (gate voltage or magnetic flux) is investigated. The time-averaged energy level populations are calculated as functions of the qubit's control parameters.


PACS: 03.67.Lx, 03.75.Lm, 74.50.+r, 85.25.Am

## 1. Introduction

The quantum two-level system is a model to describe a number of physical objects such as atoms, quantum dots, molecular magnets, etc. The system can be excited from the ground state to the upper state by changing in time its parameters (due to external fields). If the parameters vary adiabatically slowly, the excitation mechanism is called Landau-Zener (LZ) transition [1,2]; if the amplitude of the field is small and its frequency is comparable to the level distance, Rabi oscillations occur [3,4]. Thus the occupation of the levels in a two-state system can be controlled by several parameters, e.g., by amplitude and frequency of an external field [5].

Recently, the two-level model was used to describe Josephson-junction systems [6], i.e., both charge qubits [7] and flux qubits [8]. The subject of the present work is the investigation of the dynamic behavior of superconducting qubits with periodically swept parameters, which is important from the point of view of state control and readout. We will relate our results to some other articles concerning the resonant excitation of a two-level system [9-13] which has been shown to
be relevant for superconducting qubits, too [14-17]. Particularly, we will describe the dynamic behavior of the interferometer-type charge qubit [18-21].

To study theoretically the dynamic behavior of a Josephson qubit, we make use of the master equation for the density matrix rather than the Schrödinger equation because this allows one to take into account both relaxation and nonzero-temperature effects. (However, in this paper we will assume the zero-temperature limit, because we are interested in the influence of relaxation processes only on the qubit dynamics.)

The diagonal components of the density matrix give the probabilities of finding the system in the respective states of the basis in which the density matrix is presented. Thus, in executing the calculations we ought to deal with a particular basis. Our calculations are mostly carried out in the stationary basis $\{|-\rangle,|+\rangle\}$ of the eigenstates of the Hamiltonian $\hat{H}^{(0)}$ in the absence of time-dependent terms. We do that for two reasons. First, it is convenient to describe Rabi oscillations and multiphoton transitions. Second, in the case of the charge qubit these states $\{|-\rangle,|+\rangle\}$ are eigenstates of the current operator, which is related to the experimentally measurable values [21]. The important point
is that we can get the occupation probability of any state provided we know the probabilities for the states in a particular basis. To demonstrate this, we will change over from the stationary basis to the so-called adiabatic basis (consisting of the instantaneous eigenstates of the time-dependent Hamiltonian $\hat{H}$ ) to describe the LZ effect. We emphasize that the results presented are valid for the description of any two-level system with periodically swept parameters, particularly, of a superconducting qubit. In a Josephson-junction qubit the gate voltage or the magnetic flux can be modulated periodically.

The paper is organized as following. In Sec. 2 the basic equations are presented. In Sec. 3 we study multiphoton processes and LZ transitions in a two-level system with time-dependent parameters. We apply the respective results to the phase-biased charge qubit in Sec. 4.

## 2. The basic equations

We start from the Hamiltonian of a two-level system (see e.g. Ref. 6)

$$
\begin{equation*}
\hat{H}^{(0)}=-\frac{B_{x}^{(0)}}{2} \hat{\sigma}_{x}-\frac{B_{z}^{(0)}}{2} \hat{\sigma}_{z} \tag{1}
\end{equation*}
$$

in the basis of «physical» states $\{|0\rangle,|1\rangle\}$, where $\hat{\sigma}_{z}|0\rangle=|0\rangle, \hat{\sigma}_{z}|1\rangle=-|1\rangle, \hat{\sigma}_{x, y, z}$ are the Pauli matrices. The «physical» states are the eigenstates of the Hamiltonian $\hat{H}^{(0)}$ for $B_{x}^{(0)} / B_{z}^{(0)} \rightarrow 0$. In the case of a charge qubit, these states correspond to a definite number of Cooper pairs on the island. For a flux qubit, they correspond to a definite direction of the current circulating in the ring. The Hamiltonian (1) is diagonalized by means of the matrix

$$
\hat{S}=\exp \left(i \frac{\lambda}{2} \hat{\sigma}_{y}\right)=\left[\begin{array}{cc}
\cos \lambda / 2 & \sin \lambda / 2 \\
-\sin \lambda / 2 & \cos \lambda / 2
\end{array}\right]
$$

where

$$
\sin \lambda=-\frac{B_{x}^{(0)}}{\Delta E}, \quad \cos \lambda=\frac{B_{z}^{(0)}}{\Delta E}, \quad \Delta E=\sqrt{B_{x}^{(0) 2}+B_{z}^{(0) 2}}
$$

The eigenstates $|-\rangle$ and $|+\rangle$ of the time-independent Hamiltonian $\hat{H}^{(0)}$ are connected with the initial basis:

Next, we introduce the time-dependent terms into the Hamiltonian (1),

$$
\hat{H}^{(0)} \rightarrow \hat{H}=\hat{H}^{(0)}+\hat{H}^{(1)}(t)
$$

We consider two situations,

$$
\begin{equation*}
(a): B_{x}=B_{x}^{(0)}, B_{z}=B_{z}(t)=B_{z}^{(0)}+B_{z}^{(1)}(t) \tag{2}
\end{equation*}
$$

(b): $B_{z}=B_{z}^{(0)}, \quad B_{x}=B_{x}(t)=B_{x}^{(0)}+B_{x}^{(1)}(t)$,
where the time-independent/dependent terms are marked with (0)/(1) indices. Making use of the transformation $\hat{H}^{\prime}=\hat{S}^{-1} \hat{H} \hat{S}$, we get the Hamiltonian $\hat{H}^{\prime}$ in the energy representation $\{|-\rangle,|+\rangle\}$ corresponding to these cases:

$$
\begin{align*}
\hat{H}_{a}^{\prime} & =-\frac{\Delta E}{2} \hat{\tau}_{z}-\frac{B_{z}^{(1)}(t)}{2}\left(\sin \lambda \hat{\tau}_{x}+\cos \lambda \hat{\tau}_{z}\right)  \tag{4}\\
\hat{H}_{b}^{\prime} & =-\frac{\Delta E}{2} \hat{\tau}_{z}-\frac{B_{x}^{(1)}(t)}{2}\left(\cos \lambda \hat{\tau}_{x}-\sin \lambda \hat{\tau}_{z}\right) \tag{5}
\end{align*}
$$

For convenience, we use different notations for the Pauli matrices, $\hat{\sigma}_{i}$ and $\hat{\tau}_{i}$, which operate in the bases $\{|0\rangle,|1\rangle\}$ and $\{|-\rangle,|+\rangle\}$, respectively.

We emphasize that after the substitution

$$
\begin{align*}
B_{x}^{(1)}(t) & \rightarrow B_{z}^{(1)}(t)  \tag{6}\\
B_{z}^{(0)} & \rightarrow-B_{x}^{(0)} \\
B_{x}^{(0)} & \rightarrow B_{z}^{(0)}
\end{align*}
$$

the problem (b) coincides with problem (a). This transition from Eq. (5) to Eq. (4) corresponds to a $\pi / 2$ rotation about the $y$-axis.

To unify expressions (4) and (5) to get the equations for numerical calculations, we write down the Hamiltonian $\hat{H}^{\prime}$ as following:

$$
\begin{equation*}
\hat{H}^{\prime}=\frac{A}{2} \hat{\tau}_{x}+\frac{C}{2} \hat{\tau}_{z} \tag{7}
\end{equation*}
$$

The quantum dynamics of our two-level system can be characterized within the standard density-matrix approach [22]. The time-evolution of the total system composed of the two-level system and the reservoir is described by the Liouville equation. After tracing over the reservoir variables, the Liouville equation can be simplified to the so-called master equation for the reduced density matrix $\hat{\rho}$. It can be written in the form

$$
\hat{\rho}=\frac{1}{2}\left[\begin{array}{cc}
1+Z & X-i Y \\
X+i Y & 1-Z
\end{array}\right]
$$

which ensures the condition $\operatorname{Tr} \hat{\rho}=1$. The effect of relaxation processes in the system due to the weak coupling to the reservoir can be described phenomenologically with the dephasing rate $\Gamma_{\varphi}$ and the relaxation rate $\Gamma_{\text {relax }}$ [23]. Then the master equation takes the form of Bloch equations [22]:

$$
\begin{equation*}
\frac{d X}{d t}=-C Y-\Gamma_{\varphi} X \tag{8}
\end{equation*}
$$

$$
\begin{align*}
& \frac{d Y}{d t}=-A Z+C X-\Gamma_{\varphi} Y  \tag{9}\\
& \frac{d Z}{d t}=A Y-\Gamma_{\text {relax }}(Z-Z(0)) \tag{10}
\end{align*}
$$

(Throughout the paper we set $\hbar=1$.) From these equations we get $Z(t)$ which defines the occupation probability of the upper level $|+\rangle, P_{+}(t)=\rho_{22}(t)=$ $=\frac{1}{2}(1-Z(t))$. We choose the initial condition to be $X(0)=Y(0)=0, Z(0)=1$, that corresponds to the system in the ground state $|-\rangle$. We have calculated the time evolution of $P_{+}(t)$ (which is essential, e.g., for the snapshot measurements [24]) as well as the time-averaged probability $\bar{P}_{+}$(which is essential, e.g., for the impedance measurement technique [25]). We note that the asymptotic expression, $\left.P_{+}(t)\right|_{t \rightarrow \infty}$, is periodic in time with the period $T=2 \pi / \omega$ of the time-dependent term of the Hamiltonian $\hat{H}^{(1)}(t)$ (see Sec. 12 of Ref. 5).

## 3. Non-stationary effects in a two-level system

### 3.1. Rabi oscillations

Hereafter we will treat the problem (a) (see Eq. (2)), making use of the following notations:

$$
\begin{equation*}
\hat{H}=\Delta \hat{\sigma}_{x}+x(t) \hat{\sigma}_{z}, \quad x(t)=x_{\mathrm{off}}+x_{0} \sin \omega t \tag{11}
\end{equation*}
$$

with

$$
\begin{equation*}
B_{x}^{(0)}=-2 \Delta, \quad B_{z}^{(0)}=-2 x_{\mathrm{off}}, \quad B_{z}^{(1)}(t)=-2 x_{0} \sin \omega t . \tag{12}
\end{equation*}
$$

This reformulation is convenient for comparing our results with the results of other papers [9-12]. Then the Hamiltonian (4) can be rewritten:

$$
\begin{gather*}
\hat{H}^{\prime}=-\frac{\Delta E}{2} \hat{\tau}_{z}+x_{0} \sin \omega t \cdot \hat{V}  \tag{13}\\
\hat{V}=\frac{2 \Delta}{\Delta E} \hat{\tau}_{x}-\frac{2 x_{\mathrm{off}}}{\Delta E} \hat{\tau}_{z}
\end{gather*}
$$



Fig. 1. Time dependence of upper-level occupation probabilities. Rabi oscillations in $P_{+}$with the period $T_{R}=2 \pi / x_{0}$ (a), LZ transition in $P_{\uparrow}$ (see Sec.3.2.) (b), $\quad P_{+}$probability evolution in the case of periodically swept parameters at $x_{\text {off }}=0$ and $x_{\text {off }} \neq 0(c)$ and $(d)$. Here $\Gamma_{\varphi}=\Gamma_{\text {relax }}=0 ; T=2 \pi / \omega$.

First consider the situation $x_{\text {off }}=0$, then the difference between the stationary energy levels is $\Delta E=2 \Delta$. In the case

$$
\begin{equation*}
\Delta \omega \equiv \omega-\Delta E \ll \Delta E \text { and } x_{0} \ll \Delta E \tag{14}
\end{equation*}
$$

one can use the so-called rotating wave approximation, and the result is [26]

$$
\begin{equation*}
P_{+}(t)=\frac{1}{2} \frac{x_{0}^{2}}{x_{0}^{2}+(\Delta \omega)^{2}}\left(1-\cos \sqrt{x_{0}^{2}+(\Delta \omega)^{2}} t\right) \tag{15}
\end{equation*}
$$

For the average probability, it follows

$$
\begin{equation*}
\bar{P}_{+}=\frac{1}{2} \frac{x_{0}^{2}}{x_{0}^{2}+(\Delta \omega)^{2}} \tag{16}
\end{equation*}
$$

This means that at $\omega=\Delta E$ there is resonance, $\bar{P}_{+}=\frac{1}{2}$, and $P_{+}(t)$ is an oscillating function with the frequency $x_{0}$. This is illustrated in Fig. 1,a. The width of the peak at $\omega=\Delta E$ of the $\bar{P}_{+}-\omega$ curve at the
half-maximum (i.e., at $P_{+}=1 / 4$ ) is approximately $2 x_{0}$ (see the upper panels of Fig. 2).

Resonant excitations of a two-level system for $x_{0} / \Delta E \ll 1$ may occur not only at $\omega=\Delta E$. In the $K$-th order approximation, $\left(x_{0} / \Delta E\right)^{K}$, resonances exist at $\omega \simeq \Delta E / K$ [4,27]. For $x_{\text {off }}=0$, the resonances occur at odd $K$ only. The dependence of $P_{+}$on time in the vicinity of $K$-th resonance is described by a relation similar to Eq. (15) (with substitutions $\Delta \omega \rightarrow \Delta \omega^{K} \simeq$ $\simeq K \omega-\Delta E$ and $\left.x_{0} \rightarrow x_{0}^{K}\right)$. Hence, the width of the $K$-th resonance is of the order of $x_{0}^{K}$. In the resonance, $\Delta \omega^{(K)}=0$, the energy levels $|-\rangle$ and $|+\rangle$ are equally populated so that $\bar{P}_{+}\left(\omega=\omega^{(K)} \simeq \Delta E / K\right)=1 / 2$, which is the maximum value of $\bar{P}_{+}$, since the population inversion in a two-level system is not possible.

When $x_{\text {off }} \neq 0$, the matrix $\hat{V}$ has nonzero diagonal elements (see Eq. (13)). The appearance of the nonzero diagonal elements does not influence Rabi resonances at odd $K$, but rather results in the generation of the resonances at even $K$. This is demonstrated in Fig. 2 and discussed in Sec. 3.3.


Fig. 2. Dependence of the probability $\bar{P}_{+}$on the frequency $\omega$ for different $x_{0}$ at $\Gamma_{\varphi}=\Gamma_{\text {relax }}=0$ and at $x_{\text {off }}=0$ (solid line) and $x_{\text {off }}=0.2 \Delta$ (dashed line). (Only the first few resonant peaks are plotted; the others, which are very narrow, are not shown at the graphs.) Inset: enlargement of the low-frequency region.

### 3.2. LZ effect

The LZ effect manifests in the non-adiabatic transition with the probability

$$
\begin{equation*}
P_{L Z}=\exp \left(-\frac{\pi \Delta^{2}}{\omega x_{0}}\right) \tag{17}
\end{equation*}
$$

between two adiabatic energy levels during a sin-gle-sweep event [1].

The time-dependent Hamiltonian $\hat{H}$ is diagonalized in the adiabatic basis, denoted as $\{|\downarrow\rangle,|\uparrow\rangle\}$, by the $\hat{S}_{1}$ matrix,

$$
\begin{gathered}
\hat{S}_{1}=\left[\begin{array}{cc}
\cos \frac{\eta}{2} & \sin \frac{\eta}{2} \\
-\sin \frac{\eta}{2} & \cos \frac{\eta}{2}
\end{array}\right], \\
\sin \eta=-\frac{B_{x}}{\Delta E_{1}}=\frac{2 \Delta}{\Delta E_{1}}, \\
\cos \eta=\frac{B_{z}}{\Delta E_{1}}=-\frac{2 x(t)}{\Delta E_{1}} \\
\Delta E_{1}(t)=2 \sqrt{\Delta^{2}+x(t)^{2}}
\end{gathered}
$$

The instantaneous eigenvalues of $\hat{H}$ are $E_{\downarrow, \uparrow}= \pm \Delta E_{1}(t) / 2$.

We now can change over from the stationary basis to the adiabatic one,

$$
\left[\begin{array}{l}
|\downarrow\rangle \\
|\uparrow\rangle
\end{array}\right]=\hat{S}_{1}\left[\begin{array}{c}
|0\rangle \\
|1\rangle
\end{array}\right]=\hat{S}_{1} \hat{S}^{-1}\left[\begin{array}{l}
|-\rangle \\
|+\rangle
\end{array}\right] \equiv \hat{S}_{2}\left[\begin{array}{c}
|-\rangle \\
|+\rangle
\end{array}\right]
$$

Assuming $x_{\text {off }}=0$, we obtain

$$
\hat{S}_{2}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
\cos \frac{\eta}{2}+\sin \frac{\eta}{2} & -\cos \frac{\eta}{2}+\sin \frac{\eta}{2} \\
\cos \frac{\eta}{2}-\sin \frac{\eta}{2} & \cos \frac{\eta}{2}+\sin \frac{\eta}{2}
\end{array}\right]
$$

Thus, provided we calculate the density matrix in the stationary basis $\hat{\rho}$, we find it in the adiabatic basis $\hat{\rho}_{\text {adiab }}$,

$$
\begin{equation*}
\hat{\rho}_{\text {adiab }}=\hat{S}_{2}^{-1} \hat{\rho} \hat{S}_{2} \tag{18}
\end{equation*}
$$

The initial condition for $\hat{\rho}$ can be obtained from the initial condition for $\hat{\rho}_{\text {adiab }}$ by inverting the relation (18).

Let us now consider as an illustrative example the one-sweep process,

$$
t \in\left(-\frac{T}{4}, \frac{T}{4}\right), \quad T=\frac{2 \pi}{\omega}
$$

$x(t)=x_{0} \sin \omega t, \quad x(t) \in\left(-x_{0}, x_{0}\right), \quad x_{0} \gg \Delta \gg \omega$,
which corresponds to the LZ model [28]. We choose the initial condition to be

$$
\hat{\rho}_{\text {adiab }}\left(-\frac{T}{4}\right)=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]
$$

which means that the system at $t=-T / 4$ is in the lower adiabatic state. We look for the occupation probability $P_{\uparrow}=\rho_{\text {adiab }}^{22}(t)$ of the upper adiabatic level $|\uparrow\rangle$, which equals to the LZ probability at the end of the sweep [28], $P_{\uparrow}(T / 4)=P_{L Z}$. Thus, for the functions $X, Y, Z$, introduced in Sec. 2, we get the initial condition

$$
\begin{gathered}
X\left(-\frac{T}{4}\right)=\frac{x_{0}}{\sqrt{\Delta^{2}+x_{0}^{2}}}, \quad Y\left(-\frac{T}{4}\right)=0, \\
Z\left(-\frac{T}{4}\right)=\frac{\Delta}{\sqrt{\Delta^{2}+x_{0}^{2}}}
\end{gathered}
$$

and find

$$
P_{\uparrow}(t)=\frac{1}{2}-\frac{\Delta}{2 \sqrt{\Delta^{2}+x(t)^{2}}} Z(t)+\frac{x(t)}{2 \sqrt{\Delta^{2}+x(t)^{2}}} X(t)
$$

This is illustrated in Fig. 1,b, which is equivalent to Fig. 3, $d$ in Ref. 10.

In the general case, $x_{\text {off }} \neq 0$, we calculate $\hat{S}_{2}$ and then $\hat{\rho}_{\text {adiab }}$ according to Eq. (18). Then the probability $P_{\uparrow}$ is given by

$$
\begin{aligned}
P_{\uparrow}(t) & =\frac{1}{2}-\frac{\left(\Delta^{2}+x(t) x_{\mathrm{off}}\right)}{2 \sqrt{\Delta^{2}+x(t)^{2}} \sqrt{\Delta^{2}+x_{\mathrm{off}}^{2}}} Z(t)+ \\
& +\frac{\Delta\left(x(t)-x_{\mathrm{off}}\right)}{2 \sqrt{\Delta^{2}+x(t)^{2}} \sqrt{\Delta^{2}+x_{\mathrm{off}}^{2}}} X(t)
\end{aligned}
$$

This should be supplemented with the respective initial condition.

### 3.3. Crossover from multiphoton Rabi resonances to LZ-interferometry: numerical results

Now making use of the numerical solution of Eqs. (8)-(10) for the Hamiltonian (13), we study the dependence of the time-averaged probability $\bar{P}_{+}$on frequency $\omega$ and amplitude $x_{0}$. For small amplitudes, $x_{0} \ll \Delta E$, there are resonant peaks in the $\bar{P}_{+}-\omega$ dependence at $\omega \simeq \Delta E / K$, as described in Sec. 3.1. and illustrated in Fig. 2. With increasing amplitude $x_{0}$, the resonances shift to higher frequencies. For $x_{\text {off }}=0$, the resonances appear at «odd» frequencies ( $K=1,3,5, \ldots$ ) only, as was studied in Ref. 9. For $x_{\text {off }} \neq 0$ there are also resonances at «even» frequencies ( $K=2,4, \ldots$ ), which is demonstrated in Fig. 2. We note that Fig. 2 is plotted for the ideal case of the absence of decoherence and relaxation, $\Gamma_{\varphi}=\Gamma_{\text {relax }}=0$, when the resonant value is $\bar{P}_{+}=1 / 2$. The effect of finite dephasing, $\Gamma_{\varphi} \neq 0$, and relaxation, $\Gamma_{\text {relax }} \neq 0$, is to decrease the resonant values of $\bar{P}_{+}$and to widen the peaks for $\Gamma_{\varphi}>\Gamma_{\text {relax }}$. Thus from the comparison of the theoretically calculated resonant peaks with the experi-


Fig. 3. Dependence of the probability $\bar{P}_{+}$on $\varphi=4 x_{0} / \omega$ at $x_{0} \omega / \Delta^{2}=0.45$ (which corresponds to $P_{L Z}=10^{-3}$ ); $\Gamma_{\varphi}=\Gamma_{\text {relax }}=0$ and $x_{\text {off }}=0$ for graphs $(a)$ and $(b) ; \Gamma_{\varphi} / \Delta=\Gamma_{\text {relax }} / \Delta=10^{-3}$ and $x_{\text {off }} / \Delta=0.05$ for graphs $(c)$ and $(d)$.
mentally observed ones, the dephasing $\Gamma_{\varphi}$ and the relaxation rates $\Gamma_{\text {relax }}$ can be obtained [16].

When the system is driven slowly, $\omega \ll \Delta$, and with large amplitude, $x_{0} \gg \Delta$, the LZ excitation mechanism is relevant for the description of the system dynamics. In the previous subsection we considered the LZ transition for a single-sweep event. Now we study the periodical driving of the system: interferences between multiple LZ transitions happen, which leads to resonant excitations $[2,12,13]$. We will compare these resonances with the multiphoton Rabi ones.

First, we note that the resonance positions depend on the amplitude; we demonstrate that for $\omega \ll \Delta<x_{0}$ in the inset of Fig. 2. But it is more illustrative to study the resonance properties via the dependence of $\bar{P}_{+}$on the ratio $x_{0} / \omega$ (or, more precisely, on the phase the state vector picks up per half-period [12] $\left.\varphi=4 x_{0} / \omega\right)$. It is reasonable to carry out the calculation for a fixed value of the product $x_{0} \omega$, which in its turn defines the LZ probability (see Eq. (17)). This allows us not only to compare our results with the results of Ref. 12, where the periodicity of the resonances in $\varphi$ was predicted, but also to demonstrate the transition from the multiphoton Rabi resonances to the ones induced due
to the interference of LZ excitations by means of the $\bar{P}_{+}-\varphi$ dependence.

In Fig. 3, $a, b$ we plotted the dependence of $\bar{P}_{+}$on $\varphi$ for $x_{\text {off }}=0$ and $\Gamma_{\varphi}=\Gamma_{\text {relax }}=0$. The first few peaks, in the region $x_{0} \lesssim \Delta$, corresponding to the multiphoton Rabi resonances are situated at $\varphi \sim K^{2}$ (that follows from the resonance relation $\omega=\Delta E / K$ ). With increasing $\varphi$ (which is proportional to $x_{0}$ ) we observe the overall rising of the curve in accordance with the conclusions of Ref. 9. At $\varphi \gg 1$, i.e., at $\omega \ll \Delta \ll x_{0}$, the resonance position is $2 \pi$-periodic in agreement with Ref. 12. The nonzero offset $x_{\text {off }} \neq 0$ results in the appearance of additional resonances between the basic ones [12], which is demonstrated in Fig. 3, c, $d$. Such a feature is similar to the multiphoton Rabi resonances. Nonzero decoherence decreases and widens the peaks we have also demonstrated in Fig. 3, $c, d$.

In Fig. 4 we present the dependence of $\overline{P_{\uparrow}}$ on $\varphi$ for the calculations carried out in the adiabatic basis (cf. Sec. 3.2.). In Fig. 4, $a, b$ we plotted such a dependence for different values of $\varphi$ at $x_{\text {off }}=0$ and $\Gamma_{\varphi}=\Gamma_{\text {relax }}=0$. For $\varphi \gg 1$ (see Fig. 4,b) the resonances are $2 \pi$-periodic, and the peaks are situated at the integer values of $\varphi / 2 \pi$, as predicted in Ref. 12. We also plotted the


Fig. 4. The dependence of the probability $\overline{P_{\uparrow}}$ on the phase $\varphi=4 x_{0} / \omega ; \Gamma_{\varphi}=\Gamma_{\text {relax }}=0$ and $\varphi_{\text {off }}=0$ for graphs (a) and (b), $\Gamma_{\varphi}=\Gamma_{\text {relax }}=0$ and $\varphi_{\text {off }}=\pi / 4$ for graph $(c), \Gamma_{\varphi}=5 \cdot 10^{-4}, \Gamma_{\text {relax }}=2.5 \cdot 10^{-4}, x_{\text {off }}=0.35$ for graph $(d)$.
dependence of $\bar{P}_{\uparrow}$ on $\varphi$ for the nonzero offset $x_{\text {off }} \neq 0$ (see Fig. 4, c, $d$ ), namely for $\varphi_{\text {off }}=4 x_{\text {off }} / \omega=\pi / 4$.

## 4. Multiphoton excitations in the inter-ferometer-type charge qubit

### 4.1. Interferometer-type charge qubit

In this Section, we consider the quantum dynamics of the interferometer-type charge qubit with periodically varying control parameters [19-21]. This qubit consists of two Josephson junctions closed by a superconducting ring. The charge en of the island between the junctions is controlled by the gate voltage $V_{g}$ via the capacitance $C_{g}$. The junctions are characterized by Josephson energies $E_{J 1}, E_{J 2}$ and phase differences $\delta_{1}$, $\delta_{2}$. The relevant energy values are the island,s Coulomb energy, $E_{C}=e^{2} / 2 C_{\text {tot }}$, where $C_{\text {tot }}$ is the total capacitance of the island, and the effective Josephson energy

$$
\varepsilon_{J}=\left(E_{J 1}^{2}+E_{J 2}^{2}+2 E_{J 1} E_{J 2} \cos \delta\right)^{1 / 2} .
$$

An important feature of the qubit is that its Josephson energy is controlled by the external magnetic flux $\Phi_{e}$ piercing the ring. In this paper, the ring
inductance $L$ is assumed to be small. Then the total phase difference, $\delta=\delta_{1}+\delta_{2}$, approximately equals to $\delta_{e}=2 \pi \Phi_{e} / \Phi_{0}$, and thus $\varepsilon_{J}=\varepsilon_{J}(\delta) \simeq \varepsilon_{J}\left(\delta_{e}\right)$.

Within the two-level model with the basis of «charge states» $|0\rangle$ and $|1\rangle$ corresponding to the excess number of Cooper pairs on the island, the Hamiltonian of the interferometer-type charge qubit can be written as [6]

$$
\begin{equation*}
\hat{H}=-\frac{1}{2} \varepsilon_{J} \hat{\sigma}_{x}-\frac{1}{2} E_{\mathrm{ch}} \hat{\sigma}_{z} \tag{19}
\end{equation*}
$$

where $E_{\mathrm{ch}}=4 E_{C}\left(1-n_{g}\right)$ and $n_{g}=C_{g} V_{g} / e$. Here the domination of the Coulomb energy of a Cooper pair $4 E_{C}$ over the coupling energy $\varepsilon_{J}$ is assumed, $4 E_{C} / \varepsilon_{J}>1$. The eigenstates, $\{|-\rangle,|+\rangle\}$, of this Hamiltonian are discriminated by the direction of the supercurrent in the ring [21].

The qubit is considered to be coupled not only to the gate but also to the tank circuit that enables both phase control and readout. Thus there are two possibilities to make the Hamiltonian of the two-level system (19) time-dependent. First, the gate voltage $V_{g}$ can be driven,

$$
\begin{equation*}
n_{g}=n_{g}^{(0)}+n_{g}^{(1)} \sin \omega t, \tag{20}
\end{equation*}
$$

and, second, the dc and ac components of the current in the tank circuit can induce a periodically varying magnetic flux,

$$
\begin{equation*}
\delta=\delta_{d c}+\delta_{a c} \sin \omega t . \tag{21}
\end{equation*}
$$

Here we restrict our consideration to the case of sinusoidal time dependence of the parameters.

Further we study the time-averaged occupation probability of the excited state $\bar{P}_{+}$. We note that because the two states $|-\rangle$ and $|+\rangle$ belong to oppositely circulating currents in the ring, they correspond to different signs of the qubit's Josephson inductance. The latter can be probed by the impedance measuring technique [25], which makes it possible to observe the resonant behaviour of $\bar{P}_{+}$studied in the following subsection.

### 4.2. Resonant excitation of the interferometer-type charge qubit

The case of the excitation of the interferome-ter-type charge qubit via the gate (Eq. (20)) can easily be related to the one considered in Sec. 3; see the Hamiltonians (11) and (19) with the diagonal time-dependent parameters defined by Eq. (20). Then the ratio $x_{0} / \Delta$ is given by

$$
\frac{x_{0}}{\Delta}=\frac{4 E_{C}}{\varepsilon_{J}} n_{g}^{(1)}
$$

Thus, both mechanisms considered in Sec. 3 can be realized: multiphoton excitations ( $x_{0} / \Delta \ll 1$ ) and LZ interferometry ( $x_{0} / \Delta \gg 1$ ).

Let us now consider the second possibility of the excitation of the qubit by the time-dependent magnetic flux. The Hamiltonian of the interferome-ter-type charge qubit (19) with the periodically varying phase $\delta$ (Eq. (21)) is related to the Hamiltonian of a two-level system considered in Sec. 2 (Eq. (5)) by the following relations:

$$
\begin{gathered}
B_{x}(t) \equiv \varepsilon_{J}, \\
B_{x}^{(0)}=\left.B_{x}(0) \equiv B_{x}\right|_{\delta_{a c=0}}, \\
B_{x}^{(1)}(t)=B_{x}(t)-B_{x}(0), \\
B_{z}^{(0)}=E_{\mathrm{ch}} .
\end{gathered}
$$

In two limiting cases, the expressions can be simplified to result the time-dependent term in the form

$$
\begin{equation*}
B_{x}^{(1)}(t) \propto \sin \omega t \tag{22}
\end{equation*}
$$

Namely, for

$$
\begin{equation*}
\delta-\pi \gg \frac{\left|E_{J 1}-E_{J 2}\right|}{\sqrt{E_{J 1} E_{J 2}}}, \quad \delta_{a c} \lesssim \delta_{d c}-\pi \ll \pi \tag{23}
\end{equation*}
$$

we have

$$
\begin{gather*}
B_{x}^{(0)} \simeq \sqrt{E_{J 1} E_{J 2}}\left(\delta_{d c}-\pi\right),  \tag{24}\\
B_{x}^{(1)}(t) \simeq \sqrt{E_{J 1} E_{J 2}} \delta_{a c} \sin \omega t, \tag{25}
\end{gather*}
$$

and for

$$
\begin{equation*}
\delta-\pi \ll \frac{\left|E_{J 1}-E_{J 2}\right|}{\sqrt{E_{J 1} E_{J 2}}}, \quad \delta_{a c} \ll \delta_{d c}-\pi \ll \pi \tag{26}
\end{equation*}
$$

it follows

$$
\begin{gather*}
B_{x}^{(1)}(t) \simeq\left|E_{J 1}-E_{J 2}\right|  \tag{27}\\
B_{x}^{(1)}(t) \simeq \frac{E_{J 1} E_{J 2}}{\left|E_{J 1}-E_{J 2}\right|}\left(\delta_{d c}-\pi\right) \delta_{a c} \sin \omega t \tag{28}
\end{gather*}
$$

When the relation (22) holds, the present problem (of the charge qubit with time-dependent magnetic control) can be related to the problem considered above in Sec. 3 by the expressions (6). Then we can estimate the ratio $x_{0} / \Delta E$, which characterizes the mechanism of the excitation of the qubit. For example, at $x_{0} / \Delta E \lesssim 1$ we expect multiphoton resonances in the qubit's response to the external alternating magnetic flux. We consider this case below in detail.

We note that the width of the resonant peaks is defined by the off-diagonal components of the Hamiltonian (13), i.e., by the product $x_{0} \Delta$. Then looking at Eqs. (25) and (28), we conclude that the width of the resonances is defined by the product $\delta_{a c}\left(1-n_{g}\right)$.

Finally, we illustrate the multiphoton resonant excitations of the interferometer-type charge qubit.


Fig. 5. Dependence of the probability $\bar{P}_{+}$on the frequency $\omega$ for the phase-biased charge qubit at $n_{g}=0.95$, $E_{J 1} / E_{C}=12.4, E_{J 2} / E_{C}=11, \Gamma_{\text {relax }} / E_{C}=10^{-4}, \delta_{a c}=0.2 \pi$, $\delta_{d c}=\pi+0.2 \pi$.

Making use of the numerical solution of the master equation (Sec. 2), we find the time-averaged probability $\bar{P}_{+}$plotted in Fig. 5. The position of the multiphoton resonant peaks is defined by the relation $\omega=\Delta E / K$, where $\Delta E=\Delta E\left(\delta_{d c}\right)$ is supposed to be fixed. Alternatively, when the $\delta_{d c}$ component of the phase is changed and the frequency $\omega$ is fixed, a similar graph can be plotted with resonances at $\delta_{d c}=\delta_{d c}^{(K)}$ defined by the relation $\Delta E\left(\delta_{d c}^{(K)}\right)=K \omega$.

## 5. Conclusions

We have studied the dynamic behavior of a quantum two-level system subjected to periodic sweeping of its parameters. The energy levels population was calculated by solving the master equation for the density matrix with relaxation terms. Studying the population of the excited state in both stationary and adiabatic bases, we analyzed some features of the multiphoton Rabi and LZ effects. Particularly, we have shown certain similarities of the multiphoton resonances at $x_{0} \ll \omega$ with the resonances at $x_{0} \gg \Delta \gg \omega$ due to the interference between multiple LZ transitions. Based on the solution of the master equation for the density matrix, we described in detail the dynamic behaviour of the interferometer-type charge qubit subjected to periodically changing gate voltage or magnetic flux.
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