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Abstract.  We find an asymptotic expression of the volume of the intersection of the IV dimensional
sphere with p = N random half spaces. This expression coincides with the one found by
E. Gardner ([3]) using replica calculations. We get also the same value for .. Our proof is
rigorous and based on the cavity method. The required decay of correlations is obtained by
means of a geometrical argument which holds for general hamiltonians. (©) 2001 Académie
des sciences/Editions scientifiques et médicales Elsevier SAS

Sur le Volume de I’ Intersection d’une Boule avec des Demi Espaces Aléatoires

Résumeé.  Nous trouvons une expression asymptotique du volume de I’intersection de une boule & N
dimensions avec p = «IN demi espaces aléatoires. Cette expression est la méme trouvée par
E. Gardner ([3]) en utilisant le calcul de replicas. Nous trouvons aussi la méme valeur de
a.. Notre démonstration est rigoureuse et basée sur la methode de la cavité. La nécessaire
décroissance des corrélations est obtenue en utilisant un argument géométrique qui est vrai
pour des hamiltoniens générales. (© 2001 Académie des sciences/Editions scientifiques et
médicales Elsevier SAS

1. Introduction

A very interesting problem was solved by E. Gardner by means of non rigorous replica calculations.
She found the volume of the interaction couplings J;; for which p independent patterns of IV independent
+1 bits can be retrieved by the neural dynamics in the limit N,p — oo, p/N — «. This problem is
equivalent to study the volume of the intersection of a N dimensional sphere with p half spaces delimited by
planes with random independent +1 coefficients. She found also the critical value a.(k) = (\/%2_7T [T+

k)Qe*UQ/Qdu)*1 where k is a stabilization parameter . In this paper we give a rigorous proof of these
results. We solve the problem in three steps shown in the Theorems 2.1, 2.2 and 2.3. Since we apply
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the cavity method for proving this result we need to show the factorization of the correlation functions.
We get this property from a general geometrical statement proved in Theorem 2.1. We consider a general
convex hamiltonian and the partition function generated by it. We substitute the integration with respect
to “spins” (state variables) by the integration over the energy U (the value of our Hamiltonian). Then the
Gibbs average of any linear combination of ”spins” can be obtained as a two-dimensional integral of the
energy U and the “partial entropy”, which is given by the logarithm of the volume of the intersection of
the level surfaces with the family of parallel hyperplanes generated by our linear combination. Since the
level surfaces of the convex functions are convex, to study such intersection we apply a theorem of classical
geometry known since the nineteenth century as the Brunn-Minkowski theorem ([2]). From this theorem we
obtain that the “partial entropy” is a concave function. Thus, we can apply the Laplace method to evaluate
the Gibbs averages and so we obtain the factorization of correlation functions. We notice that a similar idea
was used in [1].

In Theorem (2.1) we show the derivation of self-consistent equations for the order parameters of our
model. In order to do this we use a common trick: substitute the §-functions appearing in the expression of
the partition function

p
On (k) = o7’ /( g A TLOO1260,0) 1) 1)

p=1

by some smooth functions which depend on the small parameter € and tend, as ¢ — 0, to the §-functions.
We choose for this purpose H(zs~1/?), where H is the er f-function. The proof of Theorem 2.2 is based
on the the application to the Gardner problem of the so-called cavity method, the rigorous version of which
was proposed in [6] and developed in [7], [8],[9]. But in the previous papers ([6],[7], [8]) we assumed
the self-averaging of the order parameters which allowed us to show the factorisation of the correlation
functions. Here we derived the factorisation from the geometrical statement of Brunn-Minkowski theorem
which holds for any values of a and & and so we got the rigorous proof of all the result of Gardner. As
far as we know this is one of the first problems of spin glass theory completely solved (i.e. for all values
of o and k) in a rigorous way. A possible explanation is that in the Gardner problem the so-called replica
symmetry solution is true for all « and &, while e.g. in the Hopfield and Sherrington-Kirkpatrick models
the replica symmetry solution is valid only for small enough « or for high temperatures (see [5] for the
physical theory and [9], [10], [12], [13] for the respective rigorous results). Also only the case of small
enough « was studied rigorously for the Gardner-Derrida [4] model (see [14]). In Theorem (2.3) we make
our last step studying the limiting transition e — 0. We prove that the product of aV 8-functions in (1) can
be replaced by the product of H(\/ig) with an error going to zero when e — 0. This part is the most difficult
from the technical point of view.

2. Main Results

As it was mentioned above, we start from the general statement, which allows us to prove the factorisation
of all correlation functions for a large class of models.

Let {®n(J)}_, (J € RY) be a system of convex functions which have third derivatives bounded
in any compact. Consider also a system of convex domains {T'n}3%_, (Ixy C RY) whose bound-
aries consist of a finite number (may be depending on N) of smooth pieces. We remark here that for
the Gardner problem we need to study I'"x which is the intersection of a/NV half-spaces but in Theorem
2.1 we consider a more general sequence of convex sets. Define the Gibbs measure and the free-energy
Oow =55 [ AT exp{=Bn(1)}. Ex @)= [ aTexp{=Bn()}. fu(@) = 108 En(@n).

N

N
QJ\Q(U) NIy, @N(U) ENDN(U) N Ty , where
= N 108 [y dTe v,

_Denote Oy (U) = {J : on(J) < NU}, Qn(U) =
Dn(U) is the boundary of Qn (U). Then define fx (U)
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THEOREM 2.1. — Let the functions & (J) satisfy the conditions: dt2<I>N(J + te)|t=0 = Co > 0 for
any e € RY, (le| = 1) and uniformly in any set [J| < N'/2Ry, @n(J) > C1(J,J) as (J,J) > NR?
and for any U > U,in = in N 1'on(J)=N- 1<1>N(J*) VO N (J)| < NY2Co(U) as J € Qn(U)

with some positive N-independent Cy, C1, Co(U) and C2(U) continuous in U.
Assume also, that there exists some finite N-independent C; such that f (®x) > —Cj5. Then

@) = F5(0)] < OCEN). (U= F@xdan ) @

Moreover, for any e € R (Je| = 1) and any natural p
(J,0)")ax <CO) (Ji = Ji = (Ji)ay) (3

with some positive N-independent C(p).
Theorem 2.1 has two rather important consequences.
In fact under the conditions of Theorem 2.1 for any U > U4, and uniformly in N

logN c
~); NQZJJ ay S 3 )

We notice also that the the second relation can be obtained from Brascamb-Lieb inequalities ([1]). To
found the free energy of the model (1) and to derive the replica symmetry equations for the order parameters
we introduce the "regularised” Hamiltonian, depending on the small parameter ¢ > 0

Sn(U) = min {fn(z@n) + 2U} + O

5(#)
NG

Hv (T, ks by 2,€) ZlogH < Wm) +h(h, )+ 5 (T,0), ©)

where the function H(z) is defined as H(z) = \/%7 [ e ®/dt and h = (h1, ..., hy) is an external ran-

dom field with independent Gaussian & with zero mean and variance 1, which we need from the technical
reasons.
The partition function and the free energy for this Hamiltonian are

1
Znplkohy26) = o) / AT exp{=Hny (T ko2, e)), gk ho2,6) = < log Zn (k. b 2.6).
We denote also by (... ) the corresponding Gibbs averaging.

THEOREM 2.2. — For any o,k > 0 and z > 0 the functions fw ,(k, h, z,€) are self-averaging in the
limit N,p — o0, any = & — ai E{(fnp(k,h,2,6) — E{fnp(k,h,z,€)})*} — 0 and, if £ is small
enough, @ < 2 and z < e~'/3, then there exists

lim E{fnp(k,h,z,6)} =max min F(R,q;a,k,h,ze),

N.p—oo,an—a R>0 0<g<R
. _ Va+k
F(R,q;a,k,h,z,e) = [aE{logH(\k+T (6)
1 ¢ h?
-_94 _1 _a) -2 L (R_
+2R—q+ og(R — q) R+ (R q)},

where u is a Gaussian random variable with zero mean and variance 1.

Let us note that the bound o < 2 is not important for us, because for any a > a.(k) (a.(k) < 2 for any
k) the free energy of the partition function (1) tends to —oo, as N — oc (see Theorem 2.3 for the exact
statement). The bound z < &~1/3 also is not a restriction for us. We could need to consider z > ¢—1/3
only if, applying (4) to the Hamiltonian (5), we obtain that the point of minimum z,,;,,(¢) in (4) does not
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satisfy this bound. But it is shown in Theorem 2.3 that, for any a < a.(k), zmin(¢) < Z with some finitez
depending only on k and a.

We start the analysis of © x ,,(k), defined in (1), from the following remark.

Remark 1. — Let us note that O ,(k) can be zero with nonzero probability (e.g., if for some pu # v
€W = —¢®)). Therefore we cannot, as usually, just take log © v (k). To avoid this difficulty, we
take some large enough M and replace below the log- function by the function log,,y, defined as

log(arny X = log max {X, e_MN}.
THEOREM 2.3. — Forany a < a.(k) N1 log(arny On,p(k) is self-averaging in the limit N, p — oo,

2
p/N = a E { (N*1 log(yrn) On.p(k) — E{N " log GN,p(k)}) } — 0 and for M large enough

there exists

lim E{N~! log(pw) Onp(k)} = min1 F(1,q;0,k,0,0,0) ©)

N,p—00,p/N—a 0<g<

For a > a.(k) E{N~"logn) Onp(k)} = —00,as N — oo and then M — oc.
We would like to mention here that the self-averaging of N1 log © v, (k) was proven in ([15]), but our
proof of this fact is necessary for the proof of (7).
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