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The problem of how high pressure impacts various electric transport mechanisms in HTSC com-

pounds REBa2Cu3O7-d (RE¼Y, or another rare-earth ion) is considered. The features of the crystal

structure and the effects that structural defects of different morphologies have on the electrical con-

ductivity of these compounds in the normal, pseudogap, and superconducting states, are discussed.

A review of the experimental data obtained in studies on the effect of high hydrostatic pressure on

the various electric transport mechanisms of REBa2Cu3O7-d compounds, with varying composition

and technical prehistory, is conducted. Different theoretical models devoted to the subject of how

high pressure impacts the electrical conductivity of 1-2-3 HTSC system compounds are discussed.

Published by AIP Publishing. https://doi.org/10.1063/1.5020905

Introduction

The gaps in the understanding of the anomalous proper-

ties of layered metal oxide superconductors (cuprates) con-

tinue be one of the most central problems in modern solid

state physics. Despite the fact that 30 years have passed since

high-temperature superconductors (HTSCs) were discovered

in 1986 by Bednorz and M€uller,1 the microscopic mechanism

responsible for this unique physical phenomenon remains

unclear. The HTSC phase diagram is rather complex.1–4 It

contains an antiferromagnetic region, a “superconducting

dome,” a “strange metal” region, the Nernst effect, and a

pseudogap that decreases linearly with increasing oxygen con-

tent.3–5 Under-doped cuprates (UCs) are on the left flank of

the “superconducting dome” and exhibit the most unusual and

interesting properties in the normal state.6–10 They are quasi-

two-dimensional, highly correlated conductors with a low

concentration of charge carriers nf, and internal disorder. The

charge carrier spectrum is characterized by a large (several

hundred kelvin) pseudogap, the nature of which remains

unclear, despite more than three decades of intensive research

(Refs. 2–12 and references therein). UCs are not explained by

the Landau-Fermi-liquid theory, and their resistive properties

are not even qualitatively described by the Drude model. This

has led to the generation of very unusual theories,13–18 but

none of them is able to explain the entire complex of experi-

mental facts.

The pseudogap (PG)5,7–11 that opens at a certain charac-

teristic temperature T*� Tc, where Tc is the superconducting

(SC) transition temperature (critical temperature), remains the

most intriguing cuprate property. By definition, the PG is a

special state of matter that is characterized by a reduced (but

not entirely to zero) electron density of states (DOS) at the

Fermi level.19,20 Note the fundamental difference between the

pseudogap state and the superconducting state in which a SC

gap opens and the DOS is zero.21 It is believed that having a

correct understanding of the PG nature will answer any

remaining questions about the superconducting pairing mech-

anism in HTSCs, which is still debatable (Refs. 4, 5, 7, 9 and

references therein). This is important to the search for new

superconductors with an even higher Tc.

Despite the seemingly significant progress that has been

achieved in recent years when it comes to fundamental

research of HTSCs, an adequate solution to one of the most

important applied problems still has not been found: the cre-

ation of HTSC materials with a high current density in strong

magnetic fields. In terms of total critical parameters, not to

mention technological qualities, traditional (low-tempera-

ture) superconductors still have no rivals. In this aspect, the

most important experimental tool for studying HTSCs is the

use of extreme effects such as high pressures,6,22–25 which

allow to successfully verify the adequacy of numerous theo-

retical models, as well as to establish more significant physi-

cal parameters of HTSC structures that determine their

physical characteristics in the normal and superconducting

states. With the exception of a few of our papers,26,27 no lit-

erature has been devoted to examining the effects of pressure

on the fluctuation conductivity and the PG in HTSCs.

The role of electron-phonon interaction (EPI) in the for-

mation of Cooper pairs at such high temperatures remains

unexplained.28,29 It is assumed that EPI is probably present

in cuprates, but must be strengthened by some additional

interaction that is most likely magnetic.5,7,11 Recent calcula-

tions30 show that the specific nature of EPI in HTSCs causes

a strong correlation narrowing of the electron band W. This

leads to the chemical potential l�W � J, where J is the

electron exchange interaction constant. The fulfillment of

this condition is decisive in the formation of singlet electron

pairs in HTSCs, which are bound by a strong effective kine-

matic field. However, there are no sufficient experimental

results26–29 to confirm these calculations.
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The significant objective difficulties associated with the

experimental study of charge transfer dynamics in such sys-

tems should also be acknowledged. These difficulties

include: the rather complex crystal structure of HTSCs,31,32

the heterogeneity of structural defect distribution,33 the pres-

ence of intergranular boundaries and cluster inclusions,34 the

inhomogeneity of specific experimental samples,35 often due

to different technological backgrounds, and a number of

others. All that has been said above largely determines the

fact that the popular objects of experimental research on the

different physical properties of HTSCs are 1–2-3 systems,

REBa2Cu3O7–d. This is due to several reasons. On the one

hand, both point and planar (twin boundaries) defects can be

produced quite effortlessly in this system, and their composi-

tion can be varied relatively easily by isovalent and non-

isovalent doping with element substitution. On the other

hand, using single-crystal samples of these compounds

makes it possible to obtain experimental objects with a given

topology of the defective ensemble, which in turn makes it

possible to separate how the structural defects of different

morphologies contribute to electric transport. The latter is of

a decisive importance both to fundamental research, and to

solving the most important applied problems discussed

above: obtaining the newest functional materials with high

electric transport parameters.

This article is an overview of how high pressure impacts

the various electric transport mechanisms in REBa2Cu3O7-d

HTSC compounds. Several theoretical models devoted to

this problem are considered. Features related to the crystal

structure and phase diagram are discussed, as well as how

structural defects having different morphologies impact the

electrical conductivity of these compounds in the normal,

pseudogap, and superconducting states. A review of the

experimental data obtained over the course of investigating

the influence high hydrostatic pressure has on the various

electric transport mechanisms of REBa2Cu3O7-d compounds

with varying composition and technological background is

presented.

1. Features of the crystal structure and specific conductivity
mechanisms in 1-2-3 HTSC systems

1.1. The theoretical aspects of describing the pseudogap state
in HTSCs

A rigorous theory for HTSCs, similar to the Bardeen-

Cooper-Schrieffer (BCS), and the Bogolyubov theory for

classical superconductors,21 is currently absent. Other than

Wang & Ching’s publication entitled “A Structural-Based

Microscopy Theory on High-Temperature Cuprate

Superconductors,”36 we are not aware of any other serious

attempts to create a complete microscopic theory of HTSCs.

Of the latest studies, Refs. 16 and 37 should be noted, as

they contain references to most of the theoretical work

devoted to the problem of HTSCs, but these articles draw

opposing conclusions. Reference 37 demonstrates it is

impossible to describe the existing experimental results for

cuprate HTSCs, including those obtained using angle-

resolved photoemission spectroscopy (APRES), without

accounting for the origin of coupled fermions [we will call

them local pairs (LP)38] below the pseudogap opening tem-

perature T* � Tc. In Ref. 16, Anderson’s idea,13,14,39 which

is based on the resonating valence bond (RVB) model, is

taken to a new level. According to the RVB model, at T <
T* electrons with charge and spin stop being well-defined

excitations. There is a so-called charge-spin separation, as a

result of which charge must be carried by spin-less holons,

and spin is carried by charge-less spinons.13,39 In the RVB

model both types of excitations, spinons and holons, contrib-

ute to resistivity. However, the holon contribution is

assumed to be decisive, whereas because spinons are effec-

tively tied to the magnetic field H, they must determine the

temperature dependence of the Hall effect. Naturally, there

is no talk of any paired states at T < T* in this case.

However, in spite of the substantial difference in the

approaches to describing the PG state in HTSCs, we would

like to note one similarity implicit in both articles: each of

them postulates the presence of two types of particles in the

sample, after the PG is opened. In the RVB model, these par-

ticles are spinons and holons. And in Ref. 37, the particles

are electrons and local pairs, which arise at T < T*, and

whose nature remains unclear. Indirectly, the presence of

two different types of particles in HTSCs under T* is con-

firmed by experiments on measuring the magneto-optical

Kerr effect in Bi-2223,10 which, by definition, can only be

observed if two varieties of particle are present in the sam-

ple. Strictly speaking, these studies reflect two opposite

approaches to the understanding of the PG in HTSCs. The first

is based on the idea that the PG occurs as a result of LP forma-

tion in cuprates (Refs. 3, 7, 9, 37, 40–44 and references

therein). The second presupposes that the nature of the PG

appearance is non-superconducting or magnetic. The number

of such models is extremely high. These include theories that

consider spin fluctuations,45–47 the possibility of exciton,36 and

polaron48 appearance, charge density wave interaction,4,49 as

well as the abovementioned charge-spin separation.13,14,16 Our

view is that the PG occurs as a result of locally paired (LP) fer-

mions below T*, but that the pairing mechanism is most likely

magnetic.5,8,10,16 The very abundance of the available models

demonstrates that there is no final conclusion as to the PG and

the pairing mechanism in HTSCs. This is explained by the

extreme complexity of the HTSC crystal structure.

1.2. The features of the crystal structure, and specific conductivity
mechanisms in 1-2-3 HTSC systems

The implementation of various electric transport modes

has been actively studied at all stages of HTSC research.50–52

According to modern concepts,4,5,7,8,11,16 it is precisely the

understanding of these systems’ very unusual properties in

the normal (nonsuperconducting) state that can serve as the

key to answering questions related to the physical nature of

HTSCs. An important role in the study of these physical phe-

nomena is played by the composition and topology of the

defective ensemble,50,54,55 both of which determine the con-

ditions for the transport current flow and charge carrier scat-

tering mechanisms. In this aspect, the ReBa2Cu3O7-d family

compounds (Re¼Y or another rare-earth ion) are the most

promising in the implementation of such studies, due to the

fact that the technology involved in their production is suffi-

ciently developed,53,55 and the fact that replacing yttrium

with isoelectric analogues56–58 is sufficiently easy.56–58

Since a significant amount of the experimental work is con-

ducted on ceramic,35,59 film,60–62 and textured63 samples
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from different technological backgrounds, many aspects of

this issue are yet to be clarified. Suffice it to say that of the

more than 700 articles published in the last five years in jour-

nals such as Phys. Rev. B, Phys. Rev. Lett. and Physica C or

other publications devoted to various aspects of conductivity

in HTSCs, less than 15% were carried out using single

crystal samples.

However, YBaCuO single crystals always have planar

defects, or twin boundaries (TB),64 whose influence on the

transport properties in the normal and superconducting states

is insufficiently studied due to the experimental difficulties

that manifest themselves in any attempts to determine the

contribution of these defects.

This section presents the data on the crystal structure

and features of a 1-2-3 HTSC system defective ensemble, as

well as a brief analysis of the current state of research related

to their electric transport characteristics.

1.2.1. The crystal structure of REBa2Cu3O7-d compounds

X-ray and neutron diffraction methods65 have been

used to establish that within the limits of YBa2Cu3O7-d oxy-

gen stoichiometry variation there are two phases. Figure 1

shows the elementary cells of two compositions with mini-

mum and maximum oxygen content (d¼ 1 and 0), whereas

Fig. 2 shows another version of this representation. The ele-

mentary cell of YBa2Cu3O7 is orthorhombic (Pmmm), and

the unit cell of YBa2Cu3O6 is tetragonal (P4/mmm), i.e.,

the structure and properties of YBa2Cu3O7-d are a direct

function of the level of doping, which is determined by the

oxygen index 7-d.

In both cases, the structure is a derivative of perovskite

(Fig. 2) with a tripled lattice period c due to Ba-Y-Ba cation

ordering. Two thirds of Cu(2) copper atoms are in a tetrago-

nal pyramidal configuration (4 þ 1) of oxygen atoms, with

the latter being displaced from the basal plane of the pyra-

mids by approximately 0.3 Å along the c-axis. One third of

the copper atoms Cu(1) are in the basal planes and have a

variable oxygen configuration (Figs. 1 and 2). In the

YBa2Cu3O7 structure [the Cu(1) coordination number is 4] it

is possible to isolate linear chains that are formed by flat

squares Cu(1)-O(4), elongated along the b-axis. In the case

of YBa2Cu3O6, oxygen is entirely absent in the chain planes

of CuO and the Cu(1) atoms have an oxygen coordination

number of two. As such, the population of oxygen positions

in the basal plane determines the oxygen non-stoichionetry

of YBa2Cu3O7-d (Refs. 31, 32, and 67; Figs. 1 and 2).

In fact, the elementary cell of YBa2Cu3O7-d (YBCO)

(Vcell � 1.74� 10�22 cm3) is a structural “stack” consisting

of seven planes:31,32,67 two planes of CuO2; two BaO planes

with a Ba atom at the center of the plane; two chain CuO

planes and an yttrium Y-layer. As already noted, conductiv-

ity is implemented mainly by CuO2 planes. The role of the

chains comes down to supplying the CuO2 planes with

charge carriers, and the Y-layer actually provides the aniso-

tropic motion of charge carriers in such a system.31 The

CuO2 planes are mirror symmetric with respect to BaO

planes, however due to the presence of CuO chain planes

and their slight longitudinal bending, the pairwise invariance

in the CuO2 planes is somewhat disrupted. A similar viola-

tion of charge symmetry also occurs in other HTSC systems

containing CuO2 planes, such as Bi2Sr2CaCu2Ox (BiSCCO),

and can, in principle, limit the increase in Tc with an increas-

ing number of CuO2 planes in a HTSC system.31,32,68

The electronic configuration of cuprates is based on con-

ducting CuO2 planes located near the Y-layer (Figs. 1 and

2), which, in fact, determine the quasi-two-dimensionality of

the HTSC electronic properties. Another component of the

electronic structure of cuprates is the one-dimensionality of

O-Cu-O chains. HTSC systems always have a CuO2 plane,

whereas the O-Cu-O chains could be absent, which is the

case in La2CuO4 (for example see Refs. 31 and 68). Another

known HTSC structure that is also missing O-Cu-O chains

but has CuO2 planes, is Bi2Sr2Can–1CunO2nþ4.31 The cuprate

layers in Bi-compounds form certain stacks (packets) of n
layers of CuO2. Inside each such packet is a strong

Josephson interaction between the CuO2 planes, which is

reflected in tunnel experiments,69,70 in particular.

Most of our experiments were performed on YBa2Cu3O7-d

and Y1–xPrxBa2Cu3O7-d (YPrBCO) single crystals. Therefore,FIG. 1. The crystal lattice of the YBa2Cu3O7-d (Ref. 66) compound.

FIG. 2. The crystal lattice of the YBa2Cu3O7-d (Ref. 67) compound.
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most of the attention will be paid to discussing the

YBa2Cu3O7–d structure, which combines all of the features

of copper-oxide cuprates and is one of the most complex and

labile among all HTSC systems.31,32,68,71

In the ground state (Figs. 1 and 2) (oxygen index 7-d
< 6.4), all cuprates, including YBCO, are Mott insulators

with long-range antiferromagnetic (AF) order, in which the

electron spins S¼ 1/2 are localized on the copper ions Cu2þ

(Ref. 71; Fig. 3). The dielectric state is a consequence of

strong electron (Hubbard) correlations. The strong Coulomb

repulsion Udd at the Cu3þ centers leads to the Cux2�y2 energy

band split into the lower (LHB) and upper (UHB) Hubbard

bands, which are separated by the energy (Hubbard) gap

Eg¼ 1.5–2 eV.72 Within the framework of the single-band

Hubbard model,72–74 the LHB is completely filled, whereas

the UHB is a free band. In YBCO there is a unique closeness

between the d-states of copper and the p-states of oxy-

gen.32,68 As a result, the band structure of cuprate HTSCs is

determined by the strongly correlated electron motion along

the d-orbitals of copper, interacting with the p-orbitals of

oxygen. However, it should be emphasized that the descrip-

tion of the YBCO dielectric state in terms of Cu 3dx2�y2 and

O 2pr-orbitals cannot be considered entirely correct, since

they are highly hybridized.71,75

In contrast to La2–x(Sr,Ba)xCuO4 the charge carriers in

YBCO arise as a result of oxygen intercalation.31,32,68,71 The

doping process begins with the filling of vacant places in the

chains of the CuOx base layer, in which oxygen is initially

absent [Fig. 1(a)]. This doping stage [(7-y) < 6.2] does not

affect the CuO2 active plane. Upon introduction, oxygen

attracts two electrons from neighboring Cuþ ions, resulting

in the formation of O2–. Copper in chains has a variable

valence depending on the number of nearest oxygen neigh-

bors. Over the course of doping, a situation in which oxygen

does not find positions with two neighboring Cuþ ions arises

in CuOx. In this case, the necessary electron is taken from

the neighboring active CuO2 plane, which ultimately leads

to the hole conductivity in YBCO. Thus, chemical doping is

accompanied by a flow of charge between CuO2 and CuOx

chains, which act as a reservoir of trapped electrons. One of

the most fundamental concepts in HTSC physics is the possi-

bility of charge redistribution between the quasi-independent

unit cell structures that are separated in space.31,75,76 At this

doping stage the chains are mostly broken, having a mini-

mum length of l0 � 4 Å for the Cu2þ-O2–-Cu2þ configura-

tion. It is important that the transition from tetraphase to

orthophase begins at T¼ 300 K and 7-y � 6.25 in the YBCO

structure.31,32 Note that in orthophase OI’ the number of

vacancies remains large enough that regardless of the partial

ortho-ordering of oxygen along the b-axis, the system

remains in a dielectric state even at low temperatures. One

of the variants of the cuprate phase diagram is shown in Fig.

2, based on La2–x(Sr, Ba)xCuO4, where the density of the

charge carriers per Cu atom is plotted along the abscissa

axis.

At 7-y � 6.4 and a charge carrier density per copper

atom of n0� 0.05, there is a dielectric-metal transition, and

YBCO acquires metallic conductivity while also simulta-

neously becoming a superconductor.71 A spin glass region

exists between the AF dielectric and superconducting

domains, in which long-range AF interaction is preserved,

albeit weakened.

As oxygen content increases, the axial distance between

the planar copper and apex oxygen Cu(2)�O(4) dimin-

ishes.31,32,76 This occurs particularly sharply at the

dielectric-metal transition, thus ensuring the efficiency of the

electron transfer from CuO2 to CuOx, i.e., the doping of

CuO2 by holes. At the same time, as the Cu(2)�O(4) length

contracts with doping, the copper valence increases from

Cuþ2.1 (7-y � 6.2) to Cuþ2.2 (7-y � 7)31 (Fig. 3). This sug-

gests that initially the holes in the active CuO2 layer appear

in the copper subsystem. As a result, YBCO passes to the

ortho-II phase with alternating filled a1- and empty a2-

chains.31,32 At the same time, the planar conductivity

becomes metallic, whereas the activation of transverse con-

ductivity along the c-axis depends on T. The number of

charge carriers (holes) is still relatively small (n0 � 0.1).

Only �1/3 of all holes are in the chain CuOx-layer. The

remaining 2/3 of the holes fall into the two CuO2 planes. At

7-y � 6.65, free a2-chains begin to be filled and Tc continues

to increase. Simultaneously, the charge carrier density nf

also increases rapidly. At optimal doping (OD) (ortho-I

phase) (7-y � 6.9, Tc � 90 K) n0� 0.16 (Fig. 3), and for

each CuO2 plane there are 0.25 of all holes, while 0.5 holes

are already in the chain structure. The planar conductivity

increases and attains values of rab � 104 X�1 cm�1 in the

ortho-I phase, whereas the transverse conductivity demon-

strates a tendency to metallize.68,78

The regime into which YBCO transitions at 7-y > 6.95

(n0 > 0.16) can be conditionally referred to as “overdoped.”79

In YBCO, this mode is achieved by additional doping using

strontium.4,80 In this regime, practically all CuOx-layer chains

are filled, and the system is three-dimensionalized. A sign of

YBCO three-dimensionalization with increasing nf can be the

reduction in the distance between CuO2 and apex oxygen

from 2.47 Å at 7-y¼ 6, to 2.3 Å at 7-y¼ 7, as well as the

appearance of a coherent (Drude) component for the trans-

verse optical conductivity, which is tracked in IR optical

experiments with highly doped samples in the frequency

FIG. 3. A version of the HTSC cuprate phase diagram according to Ref. 77.
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range of <1000 cm�1. In this case r?(T) already has a well-

pronounced metallic course,78 however Tc decreases. As the

number of charge carriers grows, the band structure of YBCO

also undergoes a dramatic change. In the “overdoped” mode

the HTSC system becomes an ordinary uncorrelated metal,

and the Hubbard gap, together with the correlation A-

maximum, disappears.75

It should be noted one more time that even with the

appearance of a small number of holes, the long-range AF

order in HTSC systems quickly disappears. This is explained

by the fact that holes, which are mainly introduced into oxy-

gen 2p-orbitals, effectively destroy the exchange interaction

between copper spins.71,81 However, despite the loss of

long-range AF order, strong spin correlations in HTSCs per-

sist up to very high doping levels, which is demonstrated by

neutron scattering experiments.82 This is explained by the

fact that Coulomb correlations still make a significant contri-

bution in the metallic 2D-phase. It is precisely these correla-

tions, although they are weakened, that are considered to be

the reason behind the conservation of magnetic fluctuations

(possibly responsible for the pairing of charge carriers), and

also of the Hubbard gap with a charge transfer from oxygen

to copper. As a result, the metallic 2D phase is characterized

by a number of unusual electrical, optical, and magnetic

properties,45,75,83 and the phase diagram of cuprate HTSCs

has the form shown in Fig. 3. All that has been discussed

above once again confirms the complexity of the electron

and band structure of HTSCs, in particular that of YBCO, as

well as their dependence on the level of doping. It should

also be noted that different types of structural defects can

significantly affect the behavior of HTSCs.

1.2.2. Different types of structural defects in 1-2-3 system
compounds

In pure YBa2Cu3O7–d single crystals, the following

structural defects can be observed, depending on the oxy-

gen deficiency and synthesis technology: point defects such

as oxygen vacancies that form in the CuO planes, (001) pla-

nar defects, twin boundaries, dislocations, and so called

2
ffiffiffi
2
p
� 2

ffiffiffi
2
p

structures,84 observed with an oxygen deficit

d¼ 6.8–6.9.

Flat defects include twinning planes that form during the

“tetra-ortho transition” and minimize the elastic energy of

the crystal.85 The twin boundaries are planes with a tetrago-

nal structure caused by the presence of layers containing

oxygen vacancies that are located along the twin bound-

ary86,87 (Fig. 4). Electron microscopy studies87 have shown

that at the initial stage of the tetra-ortho transition domain

nuclei are formed, with two families of coherent interfaces:

(110) and ð�110Þ. This can be the reason behind the formation

of a “tweed” type structure when close microtwins are over-

lapped.87 The period of such a structure depends on the oxy-

gen content and can be stimulated by doping with a trivalent

metal—aluminum, in particular.87,88 At the initial stage of

microdomain formation, the TB occurs as a result of the dif-

fusion of structural vacancies in CuO-layers. The propaga-

tion of the TB is implemented by the motion of twinning

dislocations that are controlled by stresses.

Linear defects (dislocations) are more likely for epitaxial

films and textured samples. The source of this type of defect

can be misfit dislocations generated by the film-substrate

interface in film samples, and misfit dislocations occurring at

the interface between YBa2Cu3O7-d and YBa2Cu3O5 phases

in textured fused samples. The dislocation density in the

films can reach values of about 1.4� 108/cm2.89

The high density of dislocations in YBa2Cu3O7–d single

crystals can be obtained by growing crystals during a peri-

tectic reaction,90,91 which is probably due to small inclusions

of the YBa2Cu3O5 phase. In crystals grown by the solution-

melt method, the dislocation density is about 5� 103/cm2.92

Note that the dislocation density can be increased by thermo-

mechanical processing of the materials.93

Point defects (oxygen vacancies) are present in all

YBa2Cu3O7–d samples due to the non-stoichiometric oxygen

content. The filling factor is close to one for all oxygen posi-

tions, with the exception of CuO(1) [Figs. 1(b) and 2].

Depending on oxygen content, it is possible for superstruc-

tures to be formed, given a periodic distribution of oxygen

vacancies. In this case the density of oxygen vacancies is rel-

atively large and at d¼ 0.03 it is about 1026/m3.

Literature provides reports of a systematic copper deficit

in the CuO planes, which can reach values of 0.09 in YBCO

compounds.94 Point defects can also be obtained with doping.

As a rule, alloying elements (with the exception of rare-earth

elements and Sr) are introduced into the Cu(1) positions.95

The rare-earth ions and K replace the yttrium atoms, whereas

Sr is implanted into the position of the Ba atoms.

Additional defects can be obtained by irradiation.96,97

Depending on the type of particles and their energy, both

point and linear defects (tracks of heavy particles with high

energy)98 can be created, however this is beyond the scope

of this review.

1.2.3. The impact of structural defects on the transport properties
of HTSCs

It is obvious that the transport properties of HTSC mate-

rials will be highly dependent on the structure defects, as

well as on the content of oxygen99 and impurities.100,101 The

resistivity of YBa2Cu3O7–d single crystals with oxygen con-

tent close to the stoichiometric, at room temperature, is qab

(300 K) � 200 lX cm in the ab-plane and qc(300 K) � 10

mX cm along the c-axis.37,102 In perfect single crystals the

electrical conductivity is quasi-metallic in all crystallo-

graphic directions.103–105 However, even a slight deviation

FIG. 4. A photo of a section belonging to a HoBa2Cu3O7–d single crystal

with unidirectional twins.85
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from stoichiometry, d � 0.1, leads to quasi-semiconductor

dependence qc(T) while maintaining the quasi-metallic

nature of the qab(T) dependence.77,106 Further decreases in

the oxygen content leads to a decrease in the charge carrier

density, thermal and electrical conductivity of the

YBa2Cu3O7–d superconductor, and in the case of an oxygen

deficiency d � 0.6, a metal-insulator transition is observed,

as noted above.107 Alloying the YBa2Cu3O7–d single crystals

with metallic elements, with the exception of the cases speci-

fied above, lead to the replacement of copper atoms in the

CuO2 planes. At the same time, data on the degree of influ-

ence such a substitution will have are largely contradictory.

For instance, Ref. 108 reports that according to different

authors, an increase in qab in YBa2Cu3–zAlzO7 at z¼ 0.1 can

be less than 10%, or that it can double at the same Al con-

centration. The reason for this discrepancy is probably the

nonuniform distribution of Al over the crystal volume, since

because the single crystals are grown in corundum crucibles,

the introduction of Al occurs in an uncontrolled manner.

The broad transitions to the superconducting state with DTc

� 2 K serve as evidence of the nonuniform Al distribution.

There is also a significant spread in the parameters of the

superconducting state. Whereas alloying YBa2Cu3O7–d, has

almost no effect on the transport characteristics of the nor-

mal and superconducting states109,110 as yttrium is replaced

with rare-earth elements.

An exception is the replacement of yttrium with praseo-

dymium Pr atoms, because it has its own magnetic moment

lPr¼ 3.56 lB and leff� 2 lB in PrBCO. In the range of con-

centrations y � 0.05 in a Y1–yPryBa2Cu3O7-d (YPrBCO)

superconductor, the density of charge carriers nf and qab

weakly depend on the concentrations of Pr.111,112 At y> 0.2

there is a sharp decrease in nf, and at y > 0.3 the temperature

dependence of the resistivity q(T) acquires a semiconductor

character. At the same time, Tc decreases rapidly.113

Eventually Y1–yPryBa2Cu3O7-d becomes an insulator at

y> 0.7.111 This behavior arises as a result of the Fehrenbacher-

Rice (FR) energy band, due to the formation of a highly

hybridized 4f-Pr–2pp-O (PrIV) state. The increase in resis-

tance and the decrease in Tc are a result of the decrease in

the number of free charge carriers in the CuO2 planes, which

are localized in the FR band.114 The calculations performed

within the framework of the FR theory, with allowance for

p–f hybridization,115 have shown that a decrease in the

charge carrier density nf in YPrBCO with increasing Pr con-

centrations, occurs as a result of the holes transitioning from

the pdr band of the CuO2 planes into the FR band. This pro-

cess has little effect on the CuO chains, whose number of

holes remains practically constant.113,116 As a result, the

oxygen concentration in YPrBCO also remains the same.

Therefore, the study of YPrBCO allows for a direct examina-

tion of how HTSC properties change with changes in nf.

It should also be noted that the properties of PrBCO sin-

gle crystals are significantly dependent on the method

according to which they are prepared. When using standard

methods of growing HTSC single crystals from melts, such

as spontaneous crystallization from solutions in a melt, the

Bridgman method, the zone melting method, and the

Kyropoulos and Czochralski processes, PrBCO, as noted

above, is an insulator, although it is isostructural to YBCO.

However, if the traveling-solvent floating-zone (TSFZ)

method is used at reduced oxygen partial pressure, it is pos-

sible to obtain superconducting Pr123 systems with Tc

> 100 K under a pressure of �8GPa.117 This most likely

occurs as a result of a noticeable change in the structural

parameters of the single crystals, which in turn leads to the

shielding of the Pr intrinsic magnetic moment.117

As already noted, YBa2Cu3O7–d has twin boundary pla-

nar defects (Fig. 4). The impact these defects have on the

transport properties in the normal state are studied in Refs.

118 and 119, which demonstrate that the twins are effective

charge carrier scattering centers. According to Ref. 118, the

mean free path of electrons in single crystals l is estimated to

be �0.1 lm, which is an order of magnitude smaller than the

inter-twin distance. Therefore, the maximum increase in

q(T) due to scattering can be 10%. This is approximately the

same increase in resistance that was observed with current

flowing across the twins, in comparison to the resistance

with current flowing along the twins85,119 (Fig. 4). It should

also be noted that the TBs, being an additional source of

anisotropy and acting as powerful pinning centers, can have

a significant effect on the magnetoresistive properties (pin-

ning and magnetic flux dynamics), as well as on the magni-

tude of the critical current in HTSC materials.

Let us emphasize that the external pressure has signifi-

cant effects on the crystal structure of HTSCs,120,121 appre-

ciably changing the defect distribution across the sample.

Various aspects of these effects are considered in Sec. 4.

2. Normal and excess conductivity of HTSC compounds
REBa2Cu3O7–d having different defect structure morphology

2.1. The properties of a system with low charge carrier density

Circling back to the cuprate phase diagram (Fig. 3), it

is worthwhile to emphasize once again that one of the main

differences between HTSCs and ordinary metals is a

reduced charge carrier density nf that is about an order of

magnitude smaller even with optimal doping. Only in a

strongly overdoped mode is nf so large that it becomes nec-

essary to account for electron-electron interaction (EEI),

and the behavior of the system becomes Fermi-liquid

(FL).61,71,122 The fact that the enhancement of the EEI

leads to the q�T2 dependence that is typical for a FL and

observable in “overdoped” cuprates,72,106,123 as opposed to

the linear q �T that is typical for cuprates in a normal state

with optimal and low-level doping7,61 (Fig. 5) can be con-

sidered completely established. However, we should under-

score that the PG is specifically observed in systems with a

reduced nf (Fig. 3), and that the properties of such systems

are extremely specific.61,124,125

2.1.1. The BEC-BCS transition in HTSCs and the local pair
model

In the classical theory of superconductivity, it is

assumed that the chemical potential l¼ eF (eF is the Fermi

energy), and that it actually does not depend on anything,

which is only valid in the high-density fermion limit, charac-

teristic only of ordinary superconductors.21 In systems with

a low charge carrier density, l becomes a function of nf, T,

and the energy of the bound state of two fermions

eb ¼ �ðmn2
bÞ
�1

, wherein m is the fermion mass with a qua-

dratic dispersion law e(k)� k2, and nb is the coherence length
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(the scattering length in the s-channel). Thus, eb becomes an

essential physical parameter of the interacting Fermi system

and determines the quantitative criterion of a dense eF� jebj
(l¼ eF is classical “weak” superconductivity) or “dilute” eF

	 j eb (l¼�jebj/2 is an HTSC system with strong coupling)

Fermi liquid.126–129 It should be stressed that in systems with

a reduced nf, the quasiparticle behavior in the high-

temperature region near T* can be described using Bose-

Einstein condensation (BEC), whereas BCS theory operates

in the SC state.3,5,7,9 Thus, the theory predicts a change in

the properties of HTSCs when the charge carrier density

varies with doping, and also a BEC-BCS transition with

decreasing temperature in systems with a given nf,
126,129–131

occurring at T*> Tpair> Tc. This situation is illustrated in

Fig. 6 from Ref. 131.

It can be seen (curves 3–5) that as T decreases, the BEC

regime (l/jebj < 0) shifts to the BCS mode, the temperature

of which, Tpair, rises with an increasing nf. And for a very

small nf (curve 3), a return to BEC is possible, but already

below Tc.

We share the point of view that the pseudogap occurs as

a result of the formation of local pairs below T*.3,37,40

Moreover, it is assumed that T � T* LPs exist as strongly

coupled bosons (SCB).3,7,126–129 SCBs are very small (l
� nab) non-interacting pairs with an exceptionally strong

bond eb � n�2
ab that is not destroyed by thermal fluctuations.

Here, nab¼ nab(0)(T/Tc–1)�1/2 is the coherence length in the

ab-plane, the value of which is very small:

nab(0)¼ nab(T*)� 5 Å for OD YBCO, and nab(T*)� 15 Å

for weakly doped YBCO.61,132,133 It is assumed that it is pre-

cisely this the small value of nab(T*)� 15 Å that makes the

pairing in HTSCs possible at such high temperatures. To

compare, for aluminum nab(0)� 16 000 Å. Accordingly, the

coupling in such a pair is extremely small, and the pairs in

Al are destroyed even at Tc� 1 K.21

It is possible to logically explain almost all phenomena

that are observed in HTSCs at T � T* using the LP model. As

such, a decrease in q(T) is generated by the fact that the SCBs

can carry current without dissipation. A decrease in the

DOS19,20 and an increase in the Hall coefficient RH� 1/

(enf)
134,135 can be explained by the obvious decrease in the

density of normal charge carriers nf that occurs due to SCB

formation. It should also be noted that according to the the-

ory,126–129 stable strongly coupled bosons that obey BEC can

only be realized in systems with a low nf. In the “overdoped”

mode there are no SCBs, and as a result, there is no PG (Fig.

3). However, the question of what exactly constitutes a local

pair in the SCB state, i.e., at the temperature ranging from T*

to Tpair, remains unanswered. According to different models,

these can be excitons,36,136 polarons,48 bipolarons,48,137,138

waves of charge139 or spin45,49 density, fluctuating antiferro-

magnetic clusters,140 hypothetical holon-spinons, introduced

by the RVB model,13,16,21,39 or simply coupled electrons—

similar to a Cooper pair, but with exceptionally strong cou-

pling.30,37,46,141 However, by definition, non-interacting SCBs

cannot condense into the SC state. Therefore, the theory sug-

gests that at T � Tpair� 130 K (for YBCO) these formations

are transformed into fluctuation (but not coherent) Cooper

pairs (FCP), whose coherent behavior rapidly increases as Tc

is approached.3,41,42,70,125 This behavior is a specific property

of cuprates, due to their exceptionally short coherence length

in HTSCs, though it increases rapidly with decreasing

T.3,5,7,9,126–129 The BEC-BSC transition temperature, Tpair, is

clearly observed in a number of experiments.61,142,143

However, the details of such a transition are also not

completely clear.

Our calculations show that in well-structured YBCO

films with different nf and, as a consequence, with Tc ranging

from 87.4 to 54.2 K, Tpair � 133 K, i.e., it does not depend

on the level of doping.7,61,62 Moreover, for all samples this

temperature corresponds to nab(Tpair)� 18 Å. Thus, when the

size of the pairs nab(T) < 18 Å, the LPs behave like SCBs.

At nab(T) > 18 Å the LPs begin to overlap and transform

into FCPs.3,7 As the temperature drops further and nab(T)

increases, one more nontrivial effect is observed in HTSCs.

Below T01 [�115 K for YBCO and �130 K for Bi2212 (Ref.

125)] there is a region of superconducting fluctuations, in

which, as will be shown below, excess conductivity [Eq. (1)]

obeys the classical 3D Aslamazov-Larkin theory144 and the

2D Maki-Thompson theory.145 This means that below T01

the phase rigidity of the superconducting order parameter,

predicted by the theory in Ref. 40, is preserved, and there-

fore, so is the superfluid density ns, which is confirmed by

experiments.41,42 This means that in the temperature range

from Tc to T01 LPs largely behave as superconducting, but

incoherent pairs (short-range phase correlations).3,8,9,40–42

FIG. 5. The temperature dependence of resistivity measured in the ab-plane

of a YBCO film with Tc¼ 87.4 K (sample F1, solid line). The dashed line is

the dependence qN(T)¼ aT þ b, extrapolated to the low-temperature

region.61

FIG. 6. The dependences l(T) for varying eF/eb: 0.05 is the BEC limit (1);

0.2 (2); 0.45 (3); 0.6 (4); 1(5); 2 (6); 5 (7), �10 is the BCS limit (upper

curve).131
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This leads to a specific behavior of cuprates, wherein the SC

gap at Tc does not vanish, which is what follows from BCS

theory,21 but transforms instead into a PG.70,125 This is

shown schematically in Fig. 7.146 It can be seen that as nf

decreases (increase in PG and the a parameter) the depen-

dence D(T)/D(0) deviates even further from the classical

BCS dependence (solid curve with a¼ 0) and does not van-

ish at T¼ Tc, which is completely inexplicable from the per-

spective of classical superconductivity.

Figure 8 shows the result of an experiment confirming

this, in which the internal tunneling effect was examined

when current was passed across a structure consisting of 10

layers of Bi2223.70 The points correspond to the tunnel max-

ima on the dI/dV(V) dependences obtained for different T. It

can be seen that the SC gap D does not vanish at Tc, but

rather smoothly turns into a PG. Furthermore, it can be seen

that, as predicted by theory,3,146 D*(Tc)¼D(0) for all three

of the test samples. It is also clear that the features of the tun-

nel spectra are well observed only up to Tpair� 150 K, up to

which short-range correlation interaction remains between

the pairs.70,125,147 Above 150 K the tunnel maxima are

completely blurred,70 since any correlation interaction in the

SCB system is completely absent.3,7,125–129

It is also worthwhile to note that in tunneling experi-

ments the transition from the SC to the PG mode always

occurs smoothly.69,70 For example, this same result is given

by ARPES measurements for the (BiPb)2Sr2CuO6 (Pb-

Bi2201 with Tc� 21 K) single crystals in the antinodal direc-

tion (u¼ 0
) of the Brillouin zone.148 However, as shown by

the later results of this149 and other groups,150,151 the

BiSCCO system has a set of angles u� (45–35)
, in which

the ARPES signal is equal to zero in the PG state. These are

so-called Fermi arcs (Refs. 150, 151 and references therein),

which have yet to be observed in YBCO systems.5

2.1.2. Fluctuation conductivity and the 2D-3D crossover in HTSCs

No matter which HTSC property is being measured,

whether it is resistivity, the Hall coefficient, the Knight

shift, which is the frequency shift at nuclear magnetic reso-

nance, they all change significantly upon transitioning

through the pseudogap (PG) opening temperature

T*�Tc.
5,7,124 In resistive measurements the PG manifests

itself as the deviation of the resistance measured in the ab-

plane qab(T)¼q(T) from the dependence that is linear

at high T, toward smaller values (Fig. 5). This leads to

the appearance of an excess conductivity Dr(T)¼r(T)

�rN(T)¼ [1/q(T)] - [1/qN (T)], or

Dr Tð Þ ¼ qN Tð Þ � q Tð Þ
� �

= q Tð ÞqN Tð Þ
� �

; (1)

wherein qN(T)¼ aT þ b is the sample resistance in the normal

state, extrapolated to the low temperature region.143,152,153

According to the nearly antiferromagnetic Fermi liquid

(NAFL) model,45 the linear dependence of q(T) above T* cor-

responds to the normal HTSC state, which is characterized by

the stability of the Fermi surface.4,8,45

According to modern ideas,5–7 the small coherence

length and quasi-layered structure of HTSCs lead to the

appearance of a wide fluctuation region on the q(T) curves

near Tc, where Dr(T) obeys classical fluctuation theories

(Refs. 144, 145, 154–156 and references therein). At the

same time, a change in the content of oxygen, impurities,

and structural defects has a significant impact on the forma-

tion of Dr(T), and therefore, on the realization of different

regimes in which fluctuation conductivity exists above the

critical temperature.6,50–52,61 According to currently avail-

able ideas, the region in which the FLC exists can be condi-

tionally divided into three characteristic temperature

intervals, defined by the ratio of the coherence length per-

pendicular to the ab-plane nc(T), to the size of the crystal

cell along the c-axis d, and the distance between the conduct-

ing CuO2 layers in HTSC d01:

(1) A narrow section in the immediate vicinity of Tc is the

so-called “beyond 3D” mode;50–52,61

(2) nc(T) > d is the region of 3D fluctuations (closer to Tc);

(3) d > nc(T) > d01 is the region of 2D fluctuations (furthest

from Tc).

The mechanism responsible for the appearance of the

first regime is still unclear. It is assumed that it corresponds

to so-called “first-level pairing.”50–52 The 3D-region matches

the mode at which nc(T) > d and Josephson interaction

FIG. 7. The dependences of D(T)/D(0) on T/Tc at different values of the PG

parameter, a. a¼ 0 corresponds to the BCS limit, a¼ 0.98 corresponds to

the BEC limit.146

FIG. 8. The SC gap 2DSG and pseudogap 2DPG in Bi2223 as functions of T:

A (�, �) is for weakly doped (Tc¼ 82 K), B (�, D) is for OD (Tc¼ 96 K),

and C (�, �) is for “overdoped” (Tc¼ 105 K) samples. The additional nota-

tions correspond to blurred maxima that are observed in the SC state at high

V, and have yet to be explained.70
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between pairs is realized for the entire volume of the super-

conductor. It is assumed40–42 that in this region the main

contribution to the FLC comes from Cooper pairs that occur

spontaneously at T > Tc, as a result of classical Aslamazov-

Larkin (AL) fluctuation pairing. According to Ref. 144, this

contribution to the HTSC can be written as

Dr3DAL Tð Þ ¼ e2=32�hnc 0ð Þ
� �

e�1=2; (2)

where e ¼ ðT � Tmf
c Þ=Tmf

c is the reduced temperature; Tmf
c is

the critical temperature in the mean-field approxima-

tion,6,61,152,153 which separates the FLC region from the

region of critical fluctuations or the SC order parameter fluc-

tuations D directly next to Tc (where D < kBT), not consid-

ered in the Ginzburg-Landau theory.21 The method for

determining Tmf
c is examined in Sec. 4.2.2. It should be

emphasized that Dr3DAL is observed in all HTSCs without

exception, including magnetic FeAs superconductors,157 and

is practically independent of the sample defect structure.

Since nc(T)¼ nc(0)e�1/2 decreases with increasing T, the

region of 3D FLC, where nc(T) > d, is observed only up to

T�T0, above which nc(T) < d.156 However, in the tempera-

ture range T0 < T < T01 it is still greater than the distance

d01� 4 Å (for YBCO)85 between the internal conducting

CuO2 planes. As a result, nc(T) still connects the internal

planes via Josephson interaction, and the system is in a

quasi-two-dimensional (2D) state.60,145,156 The FLC in real

HTSCs near Tc will be considered in detail in Secs. 4 and 5.

In this case, the degree of inhomogeneity in the sample

structure becomes important. The question of how the struc-

tural defects impact the FLC regime in film samples of the

YBa2�u3O7–d compound is studied in Refs. 50–52, 61, and

158. In this case it was shown7,60 that for samples having a

perfect structure, the dominant contribution to the FLC in

the 2D-region comes from the Maki-Thompson (MT) fluctu-

ation mechanism,145 which is defined as result of the interac-

tion between the fluctuation pairs and the normal charge

carries. According to the Hikami-Larkin (HL) theory, devel-

oped specifically for HTSCs, the MT contribution to the

FLC can be represented as

DrMT T;Hð Þ ¼ e2

8�hd 1� a=dð Þ ln
d
a

1þ aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2a
p

1þ dþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2d
p

( )
e�1:

(3)

Such a contribution is determined by the decoupling pro-

cesses in a particular sample, i.e., it depends on the lifetime

of the fluctuation pairs su (Ref. 145)

subT ¼ p�h=8kBe ¼ A=e; (4)

where A¼ 2.988� 10�12 s K. The multiplier b ¼ 1.203 (l/nab)

(where l is the mean free path, nab is the coherence length

in the ab-plane) corresponds to the case of the pure limit

(l> nab), which is always realized in high-temperature

superconductors.7,60

In the presence of various defects in the sample, the

dependence Dr(T) is determined by the Lawrence-Doniach

(LD) model,154 which is also a special case of the HL theory:

DrLD ¼ e2= 16�hdð Þ
� �

1þ 2að Þ�1=2e�1: (5)

In Eqs. (3) and (5)

a ¼ 2n2
c Tð Þ=d2 ¼ 2 nc 0ð Þ=d

� �2
e�1 (6)

is the coupling parameter, and

d ¼ b 16=p�hð Þ n2
c 0ð Þ=d2

h i
kBTsu (7)

is the decoupling parameter. The LD model provides a good

description of the experiment on granulated YBCO films,153

and films with defects.158 Respectively, in well-structured

HTSCs above T0 > Tc Dr(T) is determined by the 2D MT

contribution (3). Thus, at T0, a 3D-2D (AL-MT) crossover is

observed.145 It is obvious that at a crossover temperature

nc(T0)¼ nc(0)e0
�1/2¼ d, which also makes it possible to

determine60,61

nc 0ð Þ ¼ d
ffiffiffiffi
e0

p
: (8)

It is also worthwhile to note that the MT contribution is not

observed in BiSCCO.152 In bismuth HTSCs near Tc the FLC

is also described by the 3D AL contribution, and above T0 it

is described by the 2D AL theory

Dr2DAL Tð Þ ¼ e2=16�hd
� �

e�1: (9)

Thus, the classical fluctuation theory of AL and the HL

theory developed for HTSCs, both based on the concept that

incoherent FCPs exist in cuprate HTSCs at T > Tc, provide a

good description of excess conductivity Dr(T) only up to a

temperature T01� 15 R above Tc. This result, T01/Tc � 1.18,

is obtained on well-structured two-layer YBCO-PrBCo

films.159 Accordingly, above T01, where nc(T) < d01, the

superconducting and normal charge carriers are located

directly in the conducting CuO2 planes, between which there

is no Josephson interaction.156 For this reason, above T01 the

fluctuation theories do not describe the experiment, as

clearly seen by the results given in Secs. 4 and 5. Therefore,

it is obvious that nc(T01)¼ d01, and, as noted above, it is the

temperature T01 that determines the SC fluctuation region

above Tc: DTfl¼ T01 � TG.159 Accordingly TG > Tmf
c is the

Ginzburg temperature,160–162 up until which Dr(T) obeys the

fluctuation theories.

As noted above, T01 is precisely the temperature to

which the phase rigidity of the SC order parameter wave

function, and therefore the superfluid density ns, are con-

served in HTSCs,3,9,40 which is experimentally con-

firmed.41,42 Therefore, the question of the temperature T01 is

very important. At T > T01 the fluctuation conductivity

decreases faster than predicted by fluctuation theory. It was

assumed that the reason for this is an underestimation of the

contribution made by short-wave order parameter fluctua-

tions, while it increases with rising temperature. The studies

by Varlamov and co-authors163,164 conducted microscopic

calculations of Dr(T) with consideration of all the order

parameter components. A comparison of the experimental

data and the theory163,164 was carried out in Ref. 57. In this

case the agreement with the theory is obtained up to temper-

atures of about T � 1.35 Tc. However, as before, with addi-

tional temperature increases, Dr(T) decreases more rapidly

than follows from the theory.163,164 Unfortunately, as already
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mentioned, currently there is no strict theory that would

describe excess conductivity across the entire temperature

range from Tc to T*, and in particular from T01 to T*. It seems

that it is precisely in this region that with rising temperature

the local pairs transition from FCPs to SCBs (the earlier-

mentioned BCS-BEC crossover), which is confirmed by

numerous experiments.7,19,20,41,42,124,142,143 This behavior is

typical for the PG mode in HTSCs, which is discussed in

more detail within the next section.

2.1.3. The pseudogap in high-temperature superconductors

Another property inherent to systems with low charge

carrier density is the pseudogap, which occurs in cuprate

HTSCs at T* � Tc (Refs. 3, 5, 7, 8 and references therein).

NMR19 and ARPES20,143 studies have convincingly dem-

onstrated that in cuprates at T � T* there is a decrease not

only in resistance, but also in the density of electron states

at the Fermi level (DOS). As noted above, a state with a

partially reduced DOS above Tc is a pseudogap by defini-

tion.4,5,7,19,20 Thus, had there been no decrease in the DOS,

which precipitated the discovery of the PG in HTSCs, the

temperature dependence of resistivity would remain linear

up to Tc, which is what happens in classical superconduc-

tors.19 It follows that the excess conductivity Dr(T) that

manifests as a result of the pseudogap opening, must con-

tain information about the PG. In order to extract it, a spe-

cial method of analysis7,62,142 based on the local pair

model3,125–131 has been developed.

As already noted, the number of theoretical models used

to describe the PG is exceptionally high (see Refs. 3, 5, 7, 9,

125–129, 165, 166 and references therein). At the same

time, not counting our studies, the number of articles

devoted to studying the temperature dependence of the PG

in HTSCs is very small.69,70,146,167,168 In our opinion, this is

due to the absence of a rigorous theory and corresponding

equations that would describe the temperature dependence

of the PG. Obviously, in order to extract information about

the PG from excess conductivity, one must have an equation

that would describe Dr(T) in the entire temperature interval

from T* to Tc, and would contain the D* parameter in explicit

form. In cuprates D* is considered to be a parameter of the

pseudogap, which, as noted above, most likely opens up as a

result of local pair formation below T*. Thus, D*(T) must

reflect the behavior of the LPs at a temperature decrease

from T* to Tc.
7,61,62,167

In the absence of the corresponding rigorous theory, the

equation for D*(T) was proposed in Ref. 62, taking into

account the formation of LPs below T*

r0 Tð Þ ¼ A4

e2 1� T

T�

� �
exp �D�

T

� �

16�hnc 0ð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2e�c0 sh 2

e
e�c0

� �s : (10)

Here (1 � T/T*) determines the number of pairs formed

below T*, and exp(�D*/T) is the number of pairs destroyed

by fluctuations below Tpair.
7,61,62 Solving Eq. (10) with

respect to D*, we obtain

D� Tð Þ

¼ Tln A4 1� T

T�

� �
1

r0 Tð Þ
e2

16�hnc 0ð Þ
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2e�c0sh 2e=e�c0

� �q
2
4

3
5 ;

(11)

where r0(T) is the experimentally measured temperature depen-

dence of excess conductivity for a particular sample. In addi-

tion to r0(T), T*, Tmf
c , e and nc(0), determined based on resistive

and FLC measurements, Eqs. (10) and (11) include a scaling

coefficient A4 and a theory parameter e�c0.62,168 However, within

the LP model all parameters can be experimentally determined,

as will be discussed in detail in Secs. 4 and 5.

Figure 9 shows the temperature dependences of the PG,

D*(T), obtained using the LP model for four well-structured

YBCO films with different charge carrier densities and conse-

quently a Tc, ranging from 87.4 K (sample F1, top curve) to

54.2 K (sample F6, bottom curve).61,62,142 Each of the curves

has four singular points marked with dashed lines for sample

F1. These are T*, Tpair � 133 K, which corresponds to a maxi-

mum on all curves, T01, corresponding to the minimum D*T
near Tc, and Tmf

c , which is always slightly higher than Tc.
62,159

It can be seen that in this case Tpair does not depend on the

level of doping. Moreover, it is shown that for all samples

nab (Tpair)� 18 Å.62 Thus, we can assume that 18 Å is the crit-

ical size of the pairs in YBCO. Above Tpair, where nab(T) <
18 Å, the LPs will behave like SCBs, and below, where

nab(T) >18 Å, they transform into FCPs.3,7,62,142

Figure 10(a) shows the temperature dependence of spec-

tral weight at the Fermi level, W(EF), obtained using the

ARPES (angle resolved photoemission spectroscopy)

method based on an analysis of the energy distribution

curves (EDC) for the single crystal (Bi,Pb)2(Sr,La)2CuO6þd

(Bi2201).143 Figure 10(b) shows the dependence D�=D�max

for the same sample, calculated by us using the local pair

model (dots).142 It can be seen that our Tpair (maximum on

the curve D�=D�max) coincides with the Tpair obtained using

ARPES measurements. It is also clear that W(EF) smoothly

FIG. 9. The temperature dependence of the PG D*(T) for well-structured

YBCO films with different nf, and as a result, Tc¼ 87.4 K (sample F1, upper

curve �), 81.4 K (F3, �), 80.3 K (F4, �) and 54.2 K (F6, �). The dashed

lines indicate T*, Tpair, T01 and Tmf
c for F1 sample.61,62
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passes through Tc. Therefore, it is assumed a priori in Ref.

143 that, since below Tc there are SC pairs in the sample,

these pairs will also exist above Tc, i.e., in the PG temperature

range all the way until Tpair. These results completely coincide

with our ideas as to the existence of the FCPs in the Tc � Tpair

temperature range.7,62,142 What happens in the interval Tpair

�T*, where W(EF) shows a linear dependence on T, is not dis-

cussed in Ref. 143. It is obvious that at Tpair the LP properties

change, i.e., in accordance with the above, as the temperature

increases the FCPs transform into SCBs (theory-pre-

dicted126–131 BCS-BEC transition). It is logical to assume that

the Tc � Tpair interval is a region in which SCBs exist in the

sample. Indeed, in the normal state above T*, where there are

no pairs, the dependence W(EF)(T) becomes nonlinear right

away. The same happens with T � Tpair, where the SCBs

transform into FCPs, i.e., once again, the SCBs are gone.

Also, Fig. 10 shows the dependence of the spectral gap

(empty squares), determined using the EDC maxima at dif-

ferent temperatures,143 which, unlike our D*(T), is in no way

correlated with the dependence W(EF)(T). Thus, a compari-

son of the results of our analysis and the corresponding

ARPES experiments performed on a single sample shows

that the LP model can be used to provide a reasonable expla-

nation of all observed features of the temperature depen-

dence W(EF), which confirms the correctness of our

approach to analyzing the PG.62,142

3. High-pressure induced redistribution of labile oxygen and
longitudinal electric transport in REBa2Cu3O7–d (RE 5 Y, Ho)
single crystals with different oxygen content

An important aspect of increasing the critical character-

istics of HTSCs is the change in the parameters of the crystal

lattice, in particular, the change in Cu-O and Cu-Cu distan-

ces in the ab-plane.31,32,169 Indeed, as shown in Ref. 169,

there is a clear correlation between the change in Tc during

the annealing process and the change in the dCu(2)-O(4) dis-

tance. It was shown that smaller lattice parameters corre-

spond to a greater degree of oxygen ordering. The reverse

also seems logical, that greater ordering in the oxygen-

vacancy system should correspond to smaller lattice parame-

ters. One of the most important methods for clarifying this

issue is the application of high hydrostatic pressures. As

noted above, in Refs. 22–25 and 170 it was shown that in

determining dTc/dP, the two effects associated with a

decrease in the unit cell volume and oxygen redistribution

should be separated. In this section we will try to briefly dis-

cuss each of these mechanisms.

Section 3.1 provides a brief overview of the theoretical

and experimental studies on the evolution of electric trans-

port characteristics in HTSC compounds during the applica-

tion of pressure. Experimental studies that recorded the true

and relaxation effects of pressure are listed, and a model of

labile oxygen diffusion migration is briefly described.

Section 3.2 shows the original authorial results of studies on

the effects of high hydrostatic pressure up to 1.1 GPa on the

conductivity in the ab-plane of a YBa2Cu3O7–d single crystal

with reduced oxygen content, and Sec. 3.3 is about the influ-

ence of pressure and planar defects on the fluctuation con-

ductivity in single crystals with optimal composition and a

given topology of twin boundaries.

3.1. The “ true” and “ relaxation” pressure effects in YBa2Cu3O7–d

single crystals with oxygen deficiency

3.1.1. The impact of pressure on the phase state
of 1-2-3 system compounds

A set of studies on the different physical properties of

high-temperature superconducting 1-2-3 system compounds

based on yttrium, show the presence of a nonequilibrium

state at some degree of oxygen deficiency in such structures.

An important role is played by external factors such as tem-

perature and high pressure,22–25,50,169–172 leading to a change

in the lattice parameters and inducing processes of labile

oxygen redistribution, which, in turn, impact the critical

parameters of the superconductor.

One of the first and most detailed experimental studies

of how pressure affects the Tc in YBa2Cu3O7–d (YBCO)

(1-2-3 system) was undertaken in Refs. 23 and 24. It follows

from the generalized data that the pressure derivative dTc/dP
is positive and is essentially dependent on the concentration

of charge carriers nf. It reaches a maximum in samples with

a reduced nf and Tc� 25 K, and tends to a minimum when Tc

reaches the highest value of Tc � 90 K and nf corresponds to

optimal doping.

According to Ref. 50, the critical temperature as a func-

tion of pressure Tc(P) for a YBCO system can be written as

Tc Pð Þ ¼ Tc þ
Tc

Tmax
c

DTmax
c Pð Þ þ Tmax

c Pð Þ

� b 2 nopt � nð Þ � Dn Pð Þ
� �

Dn Pð Þ; (12)

wherein Tmax
c is the maximum Tc for this compound,

DTmax
c ðPÞ is the increase in Tc under pressure, ß¼ 1/(nmin

þ nmax)2 and nopt¼ (nmin þ nmax)/2. At P¼ 0 nmin is the

K

(b).

.

FIG. 10. The temperature dependence of the spectral weight at the Fermi

level W(EF) (�) for a Bi2201 sample with T�32 K; (b) is the PG depen-

dence D*T (�) calculated using the LP model, and the spectral gap (�)

obtained using ARPES measurements for the same sample.142
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minimum number of holes per CuO2 plane at which supercon-

ductivity is manifested, equal to 0.05; nmax is the maximum

number of holes at which superconductivity disappears, and

nopt is the number of holes per CuO2 plane at which Tc

¼ DTmax
c ; � 0.25 (Fig. 3). Accordingly, Dn(P) is the increase

in charge carriers under pressure, for the specific sample.31,32,50

In this expression, the second term characterizes the

change to Tc under pressure, caused by the changes to the

lattice parameters, the electron-phonon interaction, linkages

between layers, etc., as the so-called “true” pressure effect.

The third term is provided by the change to the number of

holes under pressure—which is the “relaxation” effect,

related to the redistribution of labile oxygen. When summa-

rizing the theoretical and experimental data available to

date, we can conclude that separating “true” and “relaxation”

pressure effects is important.

3.1.2. “ True” pressure effect

One possible explanation for the features along the

Tc(P) dependence in the 1-2-3 system was proposed by the

Saiko-Gusakov theoretical model,173,174 which associates

the superconducting transition temperature change with the

singularities of apical O(4) atom dynamics, which form a bi-

stable sublattice controlled by the application of external

pressure and changes in oxygen non-stoichiometry.

According to Refs. 173 and 174, the birth of a 90-degree

phase upon application of pressure to a 60
 phase sample, or

the alternation between these same phases with varying

degrees of oxygen non-stoichiometry, is caused by the

“switching” of the frequency mode that dominates in BCS

pairing by transforming the bi-stable potential of apical

oxygen atoms. With decreasing x, the pressure required for

converting the system to a 90
 phase also decreases. Thus, a

significant increase in Tc under pressure is interpreted as an

extended transition from a 60
 phase to a 90
 phase. Indeed,

as can be seen in Fig. 11, which shows the Tc� d lnTc/d lnV
(Tc) diagram of YBa2Cu3O7-d crystals with d� 0.1, d
� 0.45, and d � 0.5, calculated with allowance for the bulk

moduli [100 GPa for d < 0.1 and 115 GPa at d > 0.1 (Ref.

175)], the dependences d lnTc/d lnV (Tc) for d � 0.45 and d
� 0.5 exhibit a kink that can indicate a transition from the

60
 phase to the 90
 phase, differing with respect to dTc/dP.

However the anomalous increase in dTc/dP obtained in

Ref. 25, from 1.5 to 2.5 K/kbar in the low pressure region

up to 1.2 Kbar, at an insignificant difference in oxygen con-

tent in samples with Tc � 45 and 50 K, as well as a change

in the sign of dTc/dP with the application of uniaxial pres-

sure along different crystallographic directions,176 appar-

ently does not allow one to unequivocally explain the

singularities of the Tc(P,d) dependences using only this the-

oretical model.

It is likely that the features in the behavior of Tc(P,d)

dependence are the consequence of several mechanisms, one

of which being generated by changes to the band structure

subjected to uniform compression. The observed linear con-

nection between d lnTc/d lnV (Tc) and d lnTc can be derived

using the Labbe-Bok model,177 which accounts for the con-

tribution a logarithmic singularity makes to the density of

states of a half-filled band. According to Ref. 177, Tc is

given by expression

Tc ¼ D exp
�1

k1=2

� �
; (13)

where D is the width of the singularity, k is the electron-

phonon interaction constant. Then, for the volume depen-

dence of Tc we have

dlnTc

dlnV
¼ dlnD

dlnV
þ 1

2k1=3

dlnk
dlnV

: (14)

From here

dlnTc

dlnV
¼ a1lnTc þ a2; (15)

where

a1 ¼ �
1

2

dlnk
dlnV

; a2 ¼
dlnD

dlnV
� a2lnD: (16)

The kinks along the d lnTc/d lnV dependences can be

related to the cluster structure of the sample, which is con-

firmed by the presence of steps on the resistive transitions to

the superconducting state. As was shown in Ref. 178, the

observed stepped form of the resistive transitions indicates a

non-stoichiometric ratio of oxygen and vacancy concentra-

tions, which leads to the formation of a mixture of phase

clusters that are characterized by different oxygen content

and ordering thereof, and accordingly, have different critical

temperatures dTc/dP.

The relatively weak effect pressure has on the Tc of opti-

mally doped samples can be explained using a model that

presupposes the presence of a van Hove singularity in the

charge carrier spectrum.179 As is well known, for crystals

with Tc� 90 K the Fermi level lies in the valley between two

peaks of the density of states, while the density of states at

the Fermi level N(EF) essentially depends on the orthorhom-

bic distortion (a � b)/a.179 An increase in the ratio (a � b)/a
causes an increase in the distance between DOS peaks, and

therefore, a decrease in N(EF) and Tc. A reduction in (a� b)/

a leads to the convergence of the DOS peaks, and an

increase of N(EF) and Tc. The following regularities in

changes to Tc have been observed in studies investigating

the impact of uniaxial compression along the a- and b-axes

FIG. 11. The diagram of Tc � d lnTc/d lnV (Tc) YBa2Cu3O7-d crystals with

oxygen deficiency d � 0.5 (1) and 0.45 (2), as well as a sample with composi-

tion close to stoichiometric d � 0.1 (3), calculated with allowance for bulk

moduli [100 GPa for d < 0.1 and 115 GPa for d > 0.1 (Ref. 175)].
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on the critical temperature of single crystals with Tc

� 90 K:176 when a load along the a-axis is applied, the criti-

cal temperature increases, whereas if a load is applied along

the b-axis, it decreases. Under the influence of hydrostatic

pressure the value of the ratio (a � b)/a varies slightly, since

it is determined only by the difference in the compression

moduli along the a- and b-axes. Therefore, a change in the

critical temperature with respect to hydrostatic pressure is

relatively small.

For crystals with Tc� 60 K the Fermi level is shifted

from the middle of the band and is located away from the

van Hove singularity. Therefore, if the critical temperature is

primarily determined by the density of electron states, then

its increase under hydrostatic pressure means that under

pressure, the Fermi level must shift toward the DOS peak.

3.1.3. Phase separation and the relaxation effect of pressure

Driessen et al.23 were the first to establish an important

feature: the baric derivatives dTc/dP of the start and end of

the YBaCuO SC phase transition have opposite signs in the

0–170 kbar pressure range (Fig. 12).

At the same time, the low temperature phase corre-

sponds to the negative derivative dTcf/dP < 0, and the high

temperature phase is consistent with the positive derivative

dTc0/dP > 0. Thus, the application of high pressure leads to

a broadening of the temperature interval Tc0 � Tcf that

corresponds to the realization of fluctuation paraconductivity

at T > Tc.

As we know based on existing literature,23,125 in HTSC

cuprates the dependence Tc(x) is sufficiently well described

by a universal parabolic dependence

Tc ¼ Tmax
c 1� A x� xoptð Þ2
h i

; (17)

where Tmax
c , A, x, and xopt are the pressure functions. In

YBCO the concentration of charge carriers can vary with

changes to the oxygen concentration (Fig. 13180,181) via cat-

ionic substitution or pressure application.

This dependence correctly describes Tc(x) for compounds

such as YBa2Cu3O6þx, Y1–xCaxBa2Cu3O6, La2–xSrxCuO4,

La2–xSrxCaCu2O6 and also for (CaxLa1–x)(Ba1.75–xLa0.25þx)

Cu3Oy at different oxygen concentrations y. The critical tem-

perature depends not only on the concentration of charge

carriers, but also on the bond strength in CuO2 planes, as

well as on the pressure-induced structural phase transforma-

tions and relaxation processes. At the same time, an interest-

ing effect associated with the ordering of labile oxygen in

the lattice is observed: an increase in the pressure reduces

the defect mobility and simultaneously increases the degree

of oxygen-vacancy ordering. This effect is clearly mani-

fested in YBCO samples with a reduced oxygen content,181

in which the value of dTc/dP depends strongly on the tem-

perature at which the pressure is applied.

It is worthwhile to add that Abrikosov’s studies on fluc-

tuation effects182 have suggested the formation of supercon-

ducting filaments, or so-called “stripes” in one selected

crystallographic direction, i.e., one-dimensional supercon-

ducting channels. Such channels occur far from the percola-

tion threshold and can increase the superconductivity of the

sample. For a lower carrier density (x1 < x < xopt) at T < T*,

fermions begin to unite into local pairs (complex bosons),

which condense only at Tc (Figs. 3 and 13).126–130 For high

carrier concentrations (xopt < x < xmax), both characteristic

lines eventually merge and T*¼Tc. Meaning that in this

case, the formation of Cooper pairs occurs at the same tem-

perature as the superconducting condensate (Figs. 3 and 13).

In the local pair model,183 the pressure derivative dTc/dP
changes in different ways on either side of the point corre-

sponding to the optimal carrier concentration. The hopping

integral t increases with increasing pressure. Therefore, the

pressure coefficient is positive below xopt, and Tc changes as

t2/jUj, where U is the activation energy. Since at x > xopt Tc

changes as 1/2zt, the pressure coefficient is negative (as is

the case in the BCS model) (Fig. 14). Near Tmax
c the pressure

derivative dTc/dP goes to zero. Consequently, pressure

causes Tc increase in the concentration range where there are

two special characteristic temperatures, T* and Tc. If T*¼ Tc,

then the pressure coefficient is negative and Tc decreases

with pressure, as is the case for “classical” superconductors.

This dependence has been experimentally confirmed for

YBCO,184 for which a positive and negative pressure deriva-

tive dTc/dP at different values of x has been observed.

FIG. 12. Tc0 and Tcf as functions of pressure, for YBaCuO.23 On the inset:

Tc0 is the critical temperature at the start, Tcf is the temperature at the end of

the SC transition.

FIG. 13. Tc as a function of oxygen content x for YBa2Cu3O6þx at a pressure

in the range of 0-8 GPa. The parabolic approximation of the experimental

data is taken from Refs. 180 and 181.
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The calculations carried out in Ref. 185 show that the

broadening of the pseudogap, associated with the overlap-

ping of S- and D-wave components, causes an additional

increase in Tc in the low-alloyed regime. Above the xopt con-

centration, the lines T*(x) merge with the line Tc(x), and

Bose-Einstein condensation takes place in the metallic

region, where the charge and phase fluctuations can be

neglected, as in the case of the BCS model. Therefore, in

this case the pressure effect is negative. However, the shift

of xmax with respect to lower concentrations is still experi-

mentally unconfirmed.

3.1.4. The high-pressure-induced diffusion of the labile
component in YBa2Cu3O7–d

In 1-2-3 system compounds, diffusing oxygen defects

are usually already present as a result of the synthesis proce-

dure.64,172 Assuming that the total defect volume is zero, we

can write181

DVA � DVM � NA
@EA

@P
; (18)

where NA is Avogardo’s number.

This expression for the migration volume has a simple

physical interpretation. If the ion diffuses from one cell to

another, it must overcome the energy barrier EA, which

exists due to its interaction with the ionic environment.

Under pressure P, the free movement of ions inside the crys-

tal is extremely difficult, since they must now work against

the external pressure DEA¼PDVM, which increases the acti-

vation energy by DEA. In the hard sphere model,181 each ion

interacts with its neighbors as a rigid ball, with its ionic

radius corresponding to its valence. At present, the ionic

radii for ions relevant to this discussion have been calcu-

lated: r(Cu1þ)¼ 0.96 Å, r(Cu2þ)¼ 0.72 Å, r(O2–)¼ 1.32 Å,

r(Ba2þ)¼ 1.34 Å.181 All ions are assumed to be solid

spheres. The volume change due to the diffusion of ions

through the “saddle point” is considered local.181

There is still no consensus in literature as to the domi-

nant pathway of oxygen diffusion: different authors suggest

different paths, but most believe that oxygen diffuses

through the center of the cell in the Cu-O chain layer (Fig.

15).181 Calculations of the migration volume give a value of

DVM � 1.9 cm3/mol for YBa2Cu3O6.41 and YBa2Cu3O6.45,

which is approximately half the calculated value obtained in

previous studies.186

At the same time, much less attention has been paid to

studying the effect of pressure on the superconducting gap

D29 and the pseudogap D*.26,27

4. The effect of pressure on the fluctuation conductivity and
pseudogap of YBa2Cu3O7–d single crystals with different
levels of doping

As noted in the previous section, hydrostatic pressure is

a powerful method for investigating the behavior of high-

temperature superconductors.120 It has been established that

pressure markedly decreases cuprate resistance q and

increases Tc. However, the mechanisms behind such behav-

ior are not completely clear (see Sec. 3). As noted above,

unlike classical superconductors, in cuprates the dependence

of dTc/dP is positive in an overwhelming majority of cases,

while the derivative d lnq/dT is negative and relatively large.

The mechanisms determining the effect of pressure on q are

not fully understood, since the nature of HTSC transport

properties, strictly speaking, is not entirely established. As is

known, the main contribution to the conductivity of cuprates

comes from CuO2 planes, between which there is a relatively

weak interplane interaction. Most likely, the pressure leads

to an increase in the charge carrier concentration (nf) in the

CuO2 conducting planes and, as a consequence, to a decrease

in q. Obviously, an increase in nf under pressure should also

lead to an increase in Tc, i.e., to an experimentally observed

positive dTc/dP (Fig. 13). In this case, most likely one must

take into account both the “true” and “relaxation” pressure

effects.23,24,50,173,174 Possible mechanisms behind the influ-

ence of pressure on Tc are considered in Sec. 3.

At the same time, the way in which pressure affects the

magnitude and temperature dependence of the pseudogap

has not been investigated before the publication of our stud-

ies. The increase in the PG under pressure was recorded for

the first time in Ref. 26 (weakly doped YBCO single crys-

tals) and Ref. 27 (optimally doped YBCO single crystals),

both of which will be considered in this section.

4.1. The experiment

Ya2Cu3O7-d (YBCO) and HoBa2Cu3O7-d (HoBCO) sin-

gle crystals are grown by gold crucible solution-melt

FIG. 14. The scaling of the pressure effect below (x < xopt) and above (x
> xopt) the optimal carrier concentration.180,183

FIG. 15. Calculation of the migration volume in Y-123.181 (a) The ortho-

rhombic structure of Y-123. (b) The corresponding part of the Y-123 struc-

ture with Ba-O and Cu-O layers.
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technology, according to the procedure in Refs. 187–190. As

a result of annealing in an oxygen atmosphere at a tempera-

ture of 370–410 
C for three to five days, the single crystals

have a pronounced twin structure (see Fig. 4).191 Annealing

is necessary to obtain samples with specific oxygen con-

tent.187,188,191 As a result, twin boundaries are formed

throughout the entire volume of the crystal (Fig. 4), which

effectively minimizes the elastic energy of the crystal lattice

during the transition from the tetra- to the ortho-phases (see

Sec. 1.2.1).188 Rectangular crystals with characteristic

dimensions of about 2� 1.5� 0.5 mm are selected in order

to perform resistive measurements from a single batch. The

minimum crystal size corresponds to the direction of the c-

axis. The experiment geometry is set up such that the trans-

port current is either parallel to the TB (YBCO) or flows at

an angle of 45
 to the TB (HoBCO).The electrical resistance

in the ab-plane is measured using the four-probe method at a

constant current of up to 10 mA, on a fully computerized

set-up.26,27,85,189 Current junctions are made using a silver

paste along the edges of the single crystal to ensure a uni-

form distribution of the current across the central part of the

sample, where potential contacts are located as two parallel

strips. The contact resistance is less than 1 ohm, as detailed

in Refs. 85 and 189. The temperature is measured by a Pt

thermometer with an accuracy of 1 mK. At each level of

pressure, the measurements are performed in temperature

drift mode, which is about 0.1 K/min for measurements near

Tc and about 5 K/min at T� Tc. The hydrostatic pressure is

created in a Teflon chamber inside a piston-cylinder appara-

tus made of copper-beryllium, according to the procedure in

Refs. 85 and 192. A manganin sensor prepared using a

25-ohm wire is used to measure the pressure. A mixture of

transformer oil with kerosene 1:1 is used as a medium for

transferring pressure, and the pressure change is always car-

ried out at room temperature. In order to determine the

impact of oxygen redistribution, the measurements are taken

two-seven days after the pressure reduction, so that the relax-

ation processes could be completed.26,27,85,187,188,193

4.2. Weakly-doped single crystals

4.2.1. A study of resistance and critical temperature

The temperature dependences of resistivity

q(T)¼qab(T) for a WD single crystal Ya2Cu3O7-d with Tc

� 49.2 K (P¼ 0) and an oxygen index of 7-d� 6.5, mea-

sured at P¼ 0 (curve 1) and P¼ 1.05 GPa (curve 2) are

shown in Fig. 16.26

The q(T) dependences for all applied pressures P¼ 0;

0.29; 0.56; 0.69; 0.78 and 1.05 GPa have an S-shape that is

characteristic of WD HTSCs.60,106 However, in the tempera-

ture interval above T*¼ (252 6 0.5) K (P¼ 0) and T*¼ (254

6 0.5) K to 300 K, all the q(T) dependences are linear and

have a slope dq/dT¼ 2.48, and 2.08 lX cm/K, at P¼ 0 and

1.05 GPa, respectively (Fig. 16). The slope is determined by

approximating the experimental dependences q(T) and con-

firms the excellent linearity of the dependences with an rms

error of 0.009 6 0.002 in the indicated interval T for all

applied pressures. The pseudogap opening temperature T*

� Tc is determined based on the deviation of q(T) from this

linear dependence towards the lower values (arrows in Fig.

16). A more accurate method for determining T* is obtained

by using the criterion (q (T) � q0)/aT¼ 1, which is obtained

by transforming the straight line equation,128 where q0 is the

residual resistance cut off by this line on the Y axis at T¼ 0.

In this case, T* is defined as the temperature deviation of

q(T) from 1, as shown in the inset to Fig. 16. We emphasize

that both methods give the same values of T*.

In reality we analyzed 6 curves obtained at pressures

P¼ 0; 0.29; 0.56; 0.69; 0.78 and 1.05 GPa, which can be con-

sidered as 6 different samples Y0-Y6. The corresponding

resistive curves for intermediate pressures also have an S-

shape and are located between the q(T) curves at P¼ 0 and

1.05 GPa in Fig. 16, but are not shown so as not to overload

the figure. The parameters of all the samples are given in

Tables 1 and 2. We can see based on Table 2 that the pressure

practically does not affect the value of T*. At the same time,

an increase in the hydrostatic pressure leads to a marked

decrease in the resistance of the single crystal. Above 260 K,

the decrease of p(T) with increasing pressure is practically

FIG. 16. The resistivity of a WD single crystal YBa2Cu3O7-d (7-d ’ 6.5) as

a function of temperature, q(T), at P¼ 0 (curve 1, circles) and at P¼ 1.05

GPa (curve 2, half-circles). The dotted lines denote qN(T) extrapolated to

the low-temperature region. Tfit is the temperature to which curve 2 was

approximated by the polynomial. The temperature T* is determined using

the point at which q(T) deviates from the linear dependence at high T, indi-

cated by the dashed line. The inset shows a more accurate determination of

the PG temperature T*using the criterion (q(T) - q0)/aT¼ 1,128 P¼ 0.

TABLE 1. Parameters of FLC analysis for YBa2Cu3O6.5 single crystals.

P, GPa

q(100 K),

lX cm Tc, K Tmf
c , K T01, K TG, K DTfl, K d1, Å ncð0Þ, Å

0 180.4 49.2 50.2 87.4 50.7 36.7 3.98 3.43

0.29 169.1 51.2 52.1 90.7 52.8 37.9 3.96 3.41

0.56 159.2 51.7 52.6 91.6 53.0 38.6 3.8 3.28

0.69 155.6 52.1 54.3 94.5 55.1 39.4 3.44 2.97

0.78 152.4 52.9 54.8 95.4 55.4 40.0 3.73 3.21

1.05 144.4 54.6 56.6 98.6 57.3 41.3 3.37 2.91

TABLE 2. Parameters of PG analysis for YBa2Cu3O6.5 single crystals.

P, GPa DTcr, K T*, K D* D*(Tc), K Dc
max, K Tmax, K Tpair, K

0 1.5 252 5 122.1 184.17 231.6 170

0.29 1.6 252 5.4 136.5 192.28 229.2 165

0.56 1.3 252 5.8 145.8 199.76 226.2 159

0.69 3.0 252 6.4 164.3 190.71 217.0 153

0.78 2.5 253 6.5 167.7 190.30 152.8 138

1.05 2.7 254 6.6 178.4 198.41 205.7 135
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independent of the temperature and amounts to d lnq (300 K)/

dP¼�(19 6 0.2)%�GPa�1 (Fig. 17, curve 1). This value

is somewhat less than d lnq (300 K)/dP¼�(25 6 0.2)%

�GPa�1, usually reported for BiSCCO single crystals,194 and

d lnq (300 K)/dP¼�(33 6 0.2)%�GPa�1, obtained by us

for weakly doped HoBCO single crystals.85 At the same time,

at T¼ 100 K, we obtain dlnq (100 K)/dP¼ (20 6 0.2)%

�GPa�1 (Fig. 17, curve 2), which is in good agreement with

the data of Refs. 194 and 195 and the references therein.

Note that d lnq(100 K)/dP (Fig. 17, curve 2) shows an

almost linear dependence on P with a standard error of about

0.003, which is typical for HTSC single crystals. At the

same time, d lnq(300 K)/dP (Fig. 17, curve 1) demonstrates a

marked deviation from linearity at� 0.7 GPa. The singular-

ity at P� 0.7 GPa is also visible on the temperature depen-

dence of the PG D*(T), which could possibly be the specific

behavior of the YBCO single crystals being studied.

Based on our measurements, (Fig. 16, Table 1) it also

follows that Tc increases with pressure as dTc/dP¼ (5.1

6 0.2) K/GPa, which is in excellent agreement with the

results obtained on WD single crystals HoBCO,85,193 where

dTc/dP¼(4 6 0.2) K/GPa. This same value of dTc/dP¼ (4

6 0.2) K/GPa, obtained from experiments on muon scatter-

ing (lSR), is reported for a WD YBCO polycrystalline solid

in,196 but it is about 2 times larger than what is observed for

BiSCCO single crystals.194 These results support the

assumption that the growth of Tc in cuprates occurs due to an

increase in charge carrier density nf in the CuO2 planes sub-

jected to pressure. Moreover, it seems that the oxygen vacan-

cies in WD cuprates provide an opportunity for an easier

redistribution of nf,
181 than in OD cuprates27 where the num-

ber of vacancies is small, and nf is very large.

4.2.2. The impact of pressure on excess conductivity

The FLC at all applied pressures is determined based on

excess conductivity, which is calculated according to Eq. (1)

as the difference between the measured resistance q(T) and

the qN(T) extrapolated to the low temperature region. This

approach is used to study various single crystals at all

applied pressures. Going forward, we will consider the pro-

cedure for determining the FLC and PG for samples Y0

(P¼ 0) and Y6 (P¼ 1.05 GPa) in more detail. Note that in

Secs. 4 and 5 FLC is denoted as r0(T), which is equivalent to

Dr(T) (see Sec. 2.1.2).

According to the LP model, it is first of all necessary to

determine the critical temperature in the mean field approxi-

mation Tmf
c , which separates the FLC domain from critical

fluctuation region (see Sec. 2.1.2). Tmf
c is an important

parameter for both FLC and PG analysis, since it determines

the reduced temperature e ¼ ðT � Tmf
c Þ=Tmf

c . As noted in

Sec. 2.1.2, near Tc, the FLC in HTSCs is always described

by the Aslamazov-Larkin equation for 3D systems (2),7,60 in

which FLC r0(T)� e�1/2. It is not difficult to show that in

this case r0�2ðTÞ � e � T � Tmf
c . We can see here that r0�2

(T) goes to 0 at T ¼ Tmf
c (Fig. 18), which allows us to deter-

mine Tmf
c with a high degree of accuracy.

In addition to Tmf
c and Tc, Fig. 18 shows the Ginzburg

temperature TG and the temperature of the 3D-2D crossover

T0, which limits the region of 3D AL fluctuations from

above.7,145,156

Having determined Tmf
c , we construct ln r0 as a function

of ln e, as shown in Fig. 19 for samples Y0 at P¼ 0 and Y6

at P¼ 1.05 GPa. It is seen that, as expected, close to Tc, the

FLC is perfectly approximated by the 3D AL fluctuation

contribution (2). In double logarithmic coordinates, these are

the dashed lines (1) with the slope k¼�1/2. This means that

the classical 3D FLC is always realized in HTSCs, when T
! Tc and nc(T) > d.60,156 In the temperature range from T0

to T01 (�87.4 K for P¼ 0), where d> nc (T) > d01, the FLC

is perfectly described by the 2D MT fluctuation theory (3)

(Fig. 19, curves 2) with the parameters given in Table 1.

Thus, at T0¼ 54.5 K (P¼ 0), there is a 3D-2D (AL-MT)

crossover. Knowing T0, we find nc(0)¼ (3.43 6 0.02) Å

(P¼ 0) via Eq. (8). Using a similar approach for Y6

(P¼ 1.05 GPa), we obtain nc(0)¼ (2.91 6 0.02) Å, i.e., the

pressure decreases nc(0) (Table 1). Note that in this case the

transition from 3D to 2D fluctuations is very sharp (Fig. 19),

which indicates that the structure quality of the single crys-

tals is very good [there is no appreciable spread in the unit

FIG. 17. The dependence of lnq on pressure P for a YBa2Cu3O6.5 single

crystal at T¼ 288 K (1). The solid line is drawn for convenience. The

squares (2) denote lnq(P) measured at T¼ 100 K. The solid line 2 is the

least-squares fit.

FIG. 18. The inverse square of excess conductivity as a function of tempera-

ture r0�2 (T) for a YBa2Cu3O6.5 single crystal at P¼ 0(a) and P¼ 1.05 GPa

(b), which determine Tmf
c . The temperatures Tc, TG and T0 are also shown.
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cell dimensions d� 11.67 Å (Ref. 95)]. Therefore, T0 can be

clearly determined from the point at which the temperature

dependences of the AL and MT theories intersect (lne0 in

Fig. 19).

Unfortunately, neither l nor nab(T) is determined in the

FLC experiments. In order to continue the analysis, we use

the experimental fact that d¼ 2 when all parameters are

selected correctly.60,61 Thus, only the coupling parameter a
needs to be determined, to calculate the MT contribution

using Eq. (3). In order to achieve this, we use the fact that

ncð0Þ ¼ d
ffiffiffiffi
e0
p

is already defined by the crossover tempera-

ture T0. This means that the condition ncð0Þ ¼ d
ffiffiffiffi
e0
p

¼ d01
ffiffiffiffiffiffi
e01
p ¼ ð3:4360:02Þ Å is fulfilled, where d01 is the

distance between the conducting CuO2 planes in the

HTSC. Assuming d¼ c¼ 11.67 Å (the unit cell size along

the c-axis for YBCO and HoBCO cuprates), we obtain d01

¼ d
ffiffiffiffiffiffiffiffiffiffiffiffi
e0=e01

p
¼ ð3:9860:05Þ Å, which basically coincides

with the inter-planar distance in WD YBCO, determined from

structural measurements.95 This means that e0 and e01 are cor-

rectly defined. Accordingly, for Y6 (P¼ 1.05 GPa), we obtain

d01¼ (3.37 6 0.02) Å, i.e., the pressure decreases the distance

between the conducting planes in YBCO (Table 1), which is in

good agreement with the conclusions of Sec. 3.

The fact that in the DTfl¼ T01 � TG interval the FLC

obeys classical fluctuation theories means that up to T01,

there are SC fluctuations in the HTSC. This also indicates

that phase rigidity of the order parameter wave function in

HTSCs is conserved up to T01.40–42 In other words, as

already noted above, this means that in this temperature

range, the FCPs behave much like SCs, but not as coherent

pairs (the so-called “short-range phase correlations”3,5,8,9).

Performing a similar analysis for all other applied pres-

sures, we obtain the values of nc(0) and d01 for the rest of the

samples (Table 1). It can be seen from the table that pressure

significantly reduces the resistance, but increases all charac-

teristic temperatures. DTfl also increases, which may indicate

that there is an improvement in the structure of the HTSC

under pressure. At the same time, both d01 and nc(0)

decrease noticeably as pressure increases, i.e., apparently,

such an increase somewhat reduces the size of the unit cell

along the c-axis. At least, it reduces the distance between the

internal conducting planes.

These results are in full agreement with the conclusions

drawn in Sec. 3. It should be emphasized that, in contrast to

the “magnetic” single crystals HoBCO (Sec. 5), pressure

almost does not reduce r0(T) and does not change the shape

of its experimental curve (Fig. 19).

4.2.3. The temperature dependence of the pseudogap
in YBa2Cu3O6.5 under pressure

The increase in the PG under pressure was observed by

us for the first time when studying YBa2Cu3O6.5 single crys-

tals.26 Information about the PG is obtained by analyzing the

excess conductivity r0(T) that arises due to the PG opening

at T � T*, which, as noted above, is explained in the LP

model.7,60,142,183 The analysis is implemented using Eqs.

(10) and (11). In addition to Tc, T*, nc(0) and e, the coeffi-

cient A4 is included in both equations, which has the same

meaning as the C-factor in FLC theory, as are D�ðTmf
c Þ and

the theoretical parameter e�c0 (Ref. 168) (see Sec. 2.1.3). In

the analysis we developed, all the parameters are directly

determined from the experiment,7,61,62 which will be demon-

strated below using sample Y1 (P¼ 0) as an example.

In the interval lne01 <lne < lne02 (Fig. 20), or, respec-

tively, e01 < e < e02 (87.4 K < T < 139 K) (the inset to Fig.

20), r0�1� exp e.168 This type of excess conductivity behav-

ior appears to be an intrinsic property of all HTSCs,7,61,62

including iron-based superconductors (IBSC).159 As a result,

in this temperature interval lnr0�1 is a linear function e with

a slope of a*¼ 1.06 at P¼ 6, which, according to Ref. 168,

is what determines the parameter e�c0¼ 1/a*¼ 0.94 (inset to

FIG. 19. ln r0 as a function of ln e, for a YBa2Cu3O6.5 single crystal at

P¼ 0 (a) and P¼ 1.05 GPa (b), in comparison with fluctuation theories:

3D AL (dashed lines 1); MT with d ¼d1 (solid curves 2). lne01 determines

T01, which limits the range of SC fluctuations from above, ln e0 determines

the crossover temperature T0, and lneG determines the Ginzburg tempera-

ture TG.

FIG. 20. ln r0 as a function of ln e (dots), constructed over the entire temper-

ature range from T* to Tmf
c for P¼ 0. Curve 1 is an approximation of the

data by Eq. (10). Inset: ln r0�1 as a function of e. The dashed line represents

the linear part of the curve between e01 ’ 0.74 and e02 ’ 1.76. The corre-

sponding values of lne01 ’ 0.3 and lne02 ’ 0.57 are indicated by arrows on

the main panel. The slope a*¼ 1.06 determines the parameter e�c0 ¼ 1/

a*¼ 0.94.
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Fig. 20). These same graphs, but with a that increases to 1.4

(e�c0¼ 0.71) at P¼ 1.05 GPa, are obtained for all pressures

(see Table 2). This made it possible to acquire reasonable

values of e�c0, which, as already shown, have a significant

impact on the shape of the theoretical curves provided in

Figs. 20 and 21.

To find the coefficient A4, we calculate r0(e) using Eq.

(10) and approximate the experimental data in the 3D AL

fluctuation region near Tc (Fig. 20), where lnr0(lne) is the lin-

ear function of the reduced temperature e with the slope

k¼�1/2. In addition, it is assumed that D*ðTmf
c Þ ¼ Dð0Þ,

where D is the SC gap.70,146 To estimate D*ðTmf
c Þ, which we

use in Eq. (10), we construct ln r0 as a function of 1/T (Refs.

26 and 197) (Fig. 21, circles). In this case, the slope of the

theoretical curve turns out to be very sensitive to

D*ðTmf
c Þ.

61,62 The best approximation is achieved with

D*ðTmf
c Þ¼ 2.5 or D� ¼ 2D�ðTmf

c Þ=kBTc¼ (5.0 6 0.1) (curve

1 in Fig. 21), which is a typical value for d-wave supercon-

ductors in the strong-coupling limit.26,36,62 Similar graphs

for all pressure values make it possible to obtain reliable val-

ues of D* (Table 2).

The data on Table 2 shows clearly that pressure signifi-

cantly increases D*. The same result, with similar values D* is

obtained for YBCO from lSR experiments, but for the SC

gap D.196 Having determined all the parameters, the depend-

ences D*(T) for all values of P (Fig. 22) are constructed using

Eq. (11). At P¼ 0, Eq. (11) is analyzed with the following set

of parameters: T*¼ 252 K, Tmf
c ¼ 50.2 K, nc(0)¼ 3.43 Å,

e�c0¼ 0.94, A4¼ 55 and D�ðTmf
c Þ=kB¼ 122.1 K. Similar

parameters for other samples are shown in Tables 1 and 2.

As can be seen in Fig. 22, there is a noticeable increase

in the PG D*(T) under pressure, which has been observed for

the first time. It follows from Table 2 that the parameters of

a single crystal, with the exception of Tmax and Tpair, also

increase with increasing pressure. Moreover, D* and D*

increase with the same intensity d lnD*/dP¼ 0.36 GPa�1. At

P¼ 0, the maximum at Tmax � 230 K is observed along

D*(T), followed by a decreasing linear region (amax¼ 1.28),

which seems to be a typical property of cuprate WD single

crystals.26 With an increase in P, the maximum is washed

out, the inclined region disappears, and at P¼ 1.05 GPa,

D*(T) acquires a shape that is typical for YBCO films at

P¼ 0.61,62,106 At the same time, Tmax and Tpair decrease.

The significant (about 46%) increase in the pseudogap

caused by the application of pressure can be explained by

the influence of both the “true” and “relaxation” pressure

effects (Sec. 3). The latter is associated with a change in the

number of holes under pressure, due to the redistribution of

labile oxygen. These same effects should also lead to the

observed pressure-induced increase in Tc. It was shown in

Ref. 29 that the SC gap D in WD cuprates can increase due

to the “softening” of the phonon spectrum. However, strictly

speaking, a clear answer to these questions is currently

absent.

It should also be noted that, regardless of the applied

pressure, the transition to the SC state below T01 also occurs

according to the same law (Fig. 22). All D*(T) dependences

show a minimum at T� T01. Then a maximum occurs at

T�T0, followed by a minimum at T� TG. All indicated fea-

tures on the D*(T) dependence below T01 are demonstrated

even more clearly by optimally doped YBCO single crystals,

as will be shown in the next section.

Thus, for the first time, the magnitude and temperature

dependence of excess conductivity r0(T) and D*(T), in

weakly doped YBa2Cu3O7-d single crystals under hydrostatic

pressure up to 1 GPa, are studied using the LP model.

It is found that with an increase in the hydrostatic pres-

sure up to about 1 GPa, the resistance decreases as dlnq
(300 K)/dP¼�(19 6 0.2)%�GPa�1, at the same time as

the critical temperature Tc increases as dTc/dP¼þ5.1 K/

GPa.

It is shown that, irrespective of pressure, near Tc, the

excess conductivity r0(T) is well described by the

Aslamazov-Larkin fluctuation theory for 3D systems, and by

the 2D Maki-Thomson fluctuation theory at slightly higher

values, demonstrating a 3D-2D crossover with increasing

temperature.

It is shown for the first time that the pseudogap D*(T)

and the ratio D� ¼ 2D�ðTmf
c Þ=kBTc subjected to pressure

both increase as d lnD*/dP¼ 0.36 GPa�1.

FIG. 21. ln r0 as a function of 1/T (circles) in the temperature ranging

between T* to Tmf
c at P¼ 0. The solid curves are approximations of the data

from Eq. (10), at different values of D*. The best result is obtained for

D�ðTmf
c Þ¼ 122.1 K (D*¼ 2D* (Tmf

c )/kBTc¼ 5.0) (curve 1). Correspondingly,

curves 2 and 3 are obtained for D*¼ 6 and 4, which does not correspond to

the experiment.

FIG. 22. The temperature dependences of the pseudogap D*(T) of

YBa2Cu3O6.5 single crystal at different values of external hydrostatic pres-

sure P, GPa: 0 (�), 0.29 (�), 0.56 (�), 1.05 (�).
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It is also discovered for the first time that, regardless of

the applied pressure, the transition of D*(T) to the supercon-

ducting state below T01 occurs in a similar fashion.

4.3. Features of optimally doped YBa2Cu3O7-d single crystal
behavior under hydrostatic pressure up to 1 GPa

4.3.1. Study of resistance and critical temperature

Studies of OD single crystals confirm the effect of an

increasing PG in YBa2Cu3O7-d subjected to pressure.27 The

measurements are carried out at hydrostatic pressures of

P¼ 0; 0.25; 0.65 and 0.95 GPa. The temperature dependen-

ces of resistivity q(T)¼qab(T) for a YBa2Cu3O7-d single

crystal with Tc � 91.07 K (P¼ 0) and an oxygen index of 7-

d� 6.94, measured at P¼ 0 (curve 1) and P¼ 0.95 GPa

(curve 2), are shown in Fig. 23. In contrast to the WD sam-

ples (Sec. 4.2.1), the curves for all applied pressures have a

shape that is typical for OD HTSCs61,106 with low values of

T*, as follows from the phase diagram (Fig. 3). In a wide

temperature range from T*¼ (141 6 0.3) K (P¼ 0) and

T*¼ (136 6 0.3) K (P¼ 0.95 GPa) to 300 K, the q(T) curves

are linear with a slope dq/dT¼ 0.63 and 0.54 lX cm/K, at

P¼ 0 and 0.95 GPa, respectively (Fig. 23). In addition, the

critical temperatures in this case are very high, and the resis-

tive transitions are extremely narrow: DTc(P¼ 0)¼Tc

(0.9q0N) � Tc(0.1q0N)¼ 91.2 � 91.07 K¼ 0.13 K and DTc

(P¼ 0.95 GPa)¼ 92 � 91.76 K¼ 0.24 K.

The most significant difference between the OD and

WD single crystals is the very weak effect of pressure on Tc.

In the first case, dTc/dP¼þ0.73 K/GPa, whereas in WD sin-

gle crystals, dTc/dP¼þ5 K/GPa,194 which is in complete

agreement with the conclusions of Sec. 3. At the same time,

the pressure still greatly reduces the resistance of the single

crystal. In the first case, d lnq/dP¼�(17 6 0.2)%�GPa�1,

which is almost the same as in WD single crystals, where d
lnq/dP¼�(19 6 0.2)% GPa�1. This result indicates that the

mechanisms responsible for the impact of hydrostatic pres-

sure on Tc and on the resistivity, are clearly different.27 In

OD single crystals, the planar charge carrier density nf is

maximal, and in YBCO systems it is practically saturated at

oxygen index values of 7-d � 6.94, which occur in the stud-

ied samples. It is for this reason that in this case the pressure

has almost no effect on nf and the associated Tc (see Sec. 3,

Figs. 13 and 14). Consequently, we can conclude that the

observed decrease in q(P) is caused not so much by a

decrease in nf, but is a result of a decrease in the number of

structural defects194 (Sec. 3), and of a “softening” of the pho-

non spectrum with increasing pressure.29

4.3.2. The effect of pressure on excess conductivity

As in the case of WD single crystals, the LP model7,142

is used to obtain data on the FLC and the pseudogap D*(T)

from excess conductivity measurements in the sample at

each pressure: P¼ 0; 0.25; 0.65 and 0.95 GPa. Next, the

results obtained for the sample at P¼ 0 and 0.95 GPa are

compared.

The first step of the LP model is the determination of the

critical temperature in the mean-field approximation Tmf
c ,

which, as noted in Sec. 2.1.2, determines provides the

reduced temperature e ¼ ðT � Tmf
c Þ=Tmf

c . Tmf
c is determined

by the method considered in Sec. 4.2.2, which assumes that

r0�2ðTÞ � e � T � Tmf
c , and goes to 0 at T ¼ Tmf

c .7,153 The

dependence r0�2 (T) is shown in Fig. 24 for P¼ 0 and

P¼ 0.95 GPa. The corresponding characteristic temperatures

Tc, TG and T0 are also shown. A very narrow interval of SC

fluctuations is specific to OD single crystals, as will be seen

from the analysis of the dependence lnr0(lne).
The dependence ln r0(ln e) is shown in Fig. 25 for P¼ 0 (a)

and P¼ 0.95 GPa (b). In comparison with the WD YBCO sin-

gle crystals (Sec. 4.2), both curves are noticeably shifted to the

left, i.e., toward Tc, which points to the smallness of the

sample’s coherence length nðTÞ ¼ nð0ÞðT=Tmf
c � 1Þ�1=2

.21

Nevertheless, as expected, up to T0 � 91.15 K (ln e0 � �7.11)

(P¼ 0), the experiment is extrapolated well by the 3D AL fluc-

tuation contribution (2),144 as shown by the dashed line with

FIG. 23. Temperature dependences of q and qN for optimally doped

YBa2Cu3O7-d (7-d � 6.94) single crystals at P¼ 0 (curve 1) and P¼ 0.95

GPa (curve 2). The dotted dashed lines denote qN(T). The inset shows the

determination of T* using (q(T) � q0)/aT¼ 1 (Ref. 128) for P¼ 0.

FIG. 24. The inverse square of excess conductivity r0�2(T) as a function of

temperature, for an OD YBa2Cu3O6.94 single crystal at P¼ 0 (a), and

P¼ 0.95 GPa (b), which determines Tmf
c . The temperatures Tc, TG and T0 are

also shown.
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slope k¼�1/2 in Fig. 25(a), and above T0, to T01 � 92.54 K

(lne01 � �4.2), by the Maki-Thompson term of the Hikami-

Larkin theory (3),145 Fig. 25(a), shown by a solid curve.

Similar results are also obtained for all other pressures,

including P¼ 0.95 GPa [Fig. 25(b)], for which T0 � 91.93 K

(ln e0 � �6.72) and T01 � 93.2 K (lne01 � �4.2). At T < T0,

i.e., near Tc, the coherence length along the c-axis nc(T) > d,

where d¼ 11.67 Å, is the size of the YBCO unit cell along

the c-axis, and the FCPs can interact in the entire volume of

the superconductor, forming a 3D state. That is, a HTSC

always three-dimensionalizes before the SC transition, as

required by theory.126–131,165 As noted in Sec. 2.1.2, above

T0d > nc(T) > d01 and the HTSC transforms into a quasi-

two-dimensional state, which is described by the 2D MT

fluctuation term of the HL theory (3). Having determined T0,

we use Eq. (8) to obtain nc(0)¼ (3.4 6 0.02)� 10�1 Å at

P¼ 0, and nc(0)¼ (4.05 6 0.02)� 10�1 Å at P¼ 0.95 GPa

(Table 3), which is very small. Figure 25 shows that, unlike

WD single crystals, in this case the pressure has little effect

on the value of the coherence length nc(0).197 Usually, the

cuprate coherence length in the ab-plane, which determines

the size of the Cooper pair, is nab(0)� 10–15 Å.132,133 For

example, in YBCO with a slightly less than optimal oxygen

index, and with Tc � 87.4 K, nab(0) is about 13 Å.60,133,198

Accordingly, for the studied OD single crystal with

Tc� 91 K, nab(0) � 3.5–5 Å at P¼ 0. Therefore, we obtained

a nontrivial result, a very small pair size at high T, where the

LPs must exist in the form of SCBs. On the other hand,

the smaller the nab(0), the greater the coupling energy in the

pair, eb � ðn2
abÞ
�1

,126–129 which seems reasonable given the

high Tc of the studied single crystals.

The second characteristic temperature in Fig. 25, which

determines the region of superconducting fluctuations above

Tc, is T01. Having determined the values of lne01 from the

graph, we obtain T01 � 92.54 K (lne01 � �4.2) (P¼ 0), and

T01 � 93.2 K (lne01 � �4.2) (P¼ 0.95 GPa). As already

mentioned, for T0 < T < T01, nc(T) < d, but at the same time

nc (T) > d01, i.e., the system is in a quasi-2D state and is

described by Eq. (3).145,156 Accordingly, above T01, where

nc(T) < d01, the pairs are located inside the planes and do

not interact with each other. Therefore, above T01, the fluctu-

ation theories no longer describe the experiment, as is clearly

seen in Fig. 25. Thus, it is clear that at T¼T01, nc(T01)¼ d01.

Obviously, nc (0)¼ const for a given pressure, so the condi-

tion ncð0Þ ¼ d01
ffiffiffiffiffiffi
e01
p

must be satisfied. Since nc(0)¼ 3.34

� 10�1 Å is already determined by the dimensional cross-

over temperature T0 (8), we have the opportunity to estimate

the value d01 ¼ ncð0Þð
ffiffiffiffiffiffi
e01
p Þ�1

. We get d01¼ 2.8 Å (P¼ 0)

and d01¼ 3.3 Å (P¼ 0.95 GPa), which is close to the values

of d01 that are determined via YBCO structural studies.95

Thus, despite very small values of nc(0), an analysis of

excess conductivity using the LP model allows us to obtain

reasonable values of d01. However, in contrast to the WD

YBCO single crystals,26 d01 increases insignificantly with

increasing pressure. This may be due to errors in determining

lne01 in Fig. 25. Another possible explanation is the specific

behavior of the OD single crystal behavior when the sample

under pressure is above the xopt point (Figs. 13 and 14).

On the other hand, T01 is the temperature up to which,

according to the theory in Ref. 40, the phase rigidity of the

order parameter wave function in HTSCs is conserved,

which is experimentally confirmed.41,42 This means that in

the interval from Tc to T01, the Cooper pairs behave largely

like superconducting pairs, but without long-range order.

This leads to the unusual behavior of cuprates from the point

of view of classical superconductivity. As shown in a num-

ber of studies,70,125,146 the SC gap in HTSCs does not vanish

at Tc, and the SC fluctuation region is preserved up

to� 120 K in YBCO (�30 K above Tc) and up to� 150 K in

Bi2223 (�40 K above Tc). For example, in the WD YBCO

single crystal studied by us, Tc¼ 49.2 K, and T01¼ 85.2 K.26

This means that the interval in which r’(T) is described by

fluctuation theories, i.e., phase rigidity of the order parame-

ter is preserved, DTfl � 36 K, is in good agreement with the

results given above.

In the case of an OD single crystal, all the temperature

intervals in which r0(T) can be described by fluctuation

theories are extremely small.27 The interval DTfl¼T01 �
TG¼ 92.54 � 91.09¼ 1.45 K is no exception. This seems

somewhat surprising, since at first glance in OD systems

with high Tc the interval DTfl should be large. However, this

agrees with theoretical conclusions: the higher the Tc, the

shorter the SC fluctuation interval.3,5,8,40 Indeed, the higher

FIG. 25. Fluctuation conductivity r’ as a function of reduced temperature

e, in an optimally doped YBa2Cu3O7-d single crystal in double logarithmic

coordinates at P¼ 0 (a) and 0.95 GPa (b), in comparison with fluctuation

theories: 3D AL (dashed lines); MT with d¼ d1 (solid lines). lne01 defines

T01, which specifies the region of SC fluctuations above Tc, lne0 determines

the crossover temperature T0, and lneG determines the Ginzburg tempera-

ture TG.

TABLE 3. FLC analysis parameters of a YBa2Cu3O6.94.

P, GPa

q (280 K),

lX cm Tc, K Tmf
c , K T01, K TG, K DTfl, K d1, Å ncð0Þ, Å

0 187.6 91.07 91.08 92.54 91.09 1.45 2.72 0.334

0.25 175.9 91.12 91.3 92.6 91.3 1.3 2.73 0.335

0.65 168.2 91.51 91.58 92.9 91.6 1.3 3.34 0.47

0.95 157.3 91.76 91.83 91.84 1.34 1.34 3.3 0.405
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the doping level, the higher the charge carrier density nf and,

as a consequence, the closer the HTSC is to a classical super-

conductor having a small SC fluctuation region,3,131 which

agrees with the conclusions of Sec. 3.1.3. The parameters of

the FLC analysis for all samples are shown in Table 3.

4.3.3. The pseudogap as a function of temperature for
YBa2Cu3O6.94 subjected to pressure

As is the case in WD YBCO single crystals (Sec. 4.2.3),

the authors of Ref. 27 first observed the increase in the PG,

D*(T), of an optimally doped single crystal YBa2Cu3O6.94

subjected to pressure. To analyze the D*(T) dependences, the

authors of Ref. 27 used the results of excess conductivity

r0(T) measurements, determined by Eq. (1). It should be

emphasized that in fact these are the same values of r0(T)

that were used to analyze the fluctuation conductivity of this

same sample, which made it possible to use the FLC analysis

parameters to calculate the pseudogap.

Using Eq. (10) for r0(T) (see Sec. 2.1.3), we obtain the

temperature dependence of D* (11), where r0(T) is the excess

conductivity measured in the experiment. In both equations,

T and T* are determined from resistive measurements (Fig.

23), and the coherence length along the c-axis nc(0) is deter-

mined by the temperature of the 2D-3D crossover T0, on the

temperature dependence of the FLC (Fig. 25). Thus, in order

to find D*(T), the only things left to determine from the

experiment are the theoretical parameters e�c0, D�ðTmf
c Þ, and

the scaling coefficient A4.

The algorithm for finding the listed parameters is

described in detail in Sec. 4.2.3, therefore we will discuss

only the main results. For cuprates, in some temperature

range e�c01 < e < e�c02 (Tc01 < T < Tc02) above T01, the value

r0�1� exp e, i.e., the dependence of ln (r0�1) on e, is lin-

ear.168 The inverse of the slope of this line a*¼ 6.5 deter-

mines the parameter e�c0¼ 1/a*¼ 0.154.61,62 In order to

define A4, we use Eq. (10) in conjunction with the already

determined parameters and calculate the r0(T) for all pres-

sure values. We select A4 before combining the calculated

curves with the experimental dependences lnr0(lne) in the

3D AL fluctuation region near Tc,
7,61 as shown in Fig. 21,

assuming that D*(Tc) ¼D(0).70,146 For this, we must know

D*(Tc), which is a part of Eq. (10).

In order to find D*(Tc), the experimental values of excess

conductivity are constructed in terms of ln r0 vs. 1/T,61,62,167

and approximated by their values lnr0(1/T), calculated by

Eq. (10), as described in detail in the previous section. With

this design, the shape of the curve determined by Eq. (10)

(see Fig. 21) is sensitive to the value of D*(Tc) (see Table 4).

As is the case for a WD single crystal, the best result is

obtained with D*¼ 2D*(Tc)/kBTc¼ 5 (P¼ 0) and D*¼ 6.2

(P¼ 0.95 GPa), which points to the strong coupling limit.

This result seems reasonable considering that the sample is

optimally doped and has a very high Tc� 91.1 K. Analysis

shows that under pressure, both D* and D* increase as d
lnD*/dP¼ 0.32 GPa�1, which is comparable with dlnD*/

dP¼ 0.36 GPa�1, obtained for WD single crystals. Thus, a

hydrostatic pressure of 0.95 GPa increases D* by 16%,

which is in agreement with the results of Refs. 29 and 196,

in which a similar increase in the SC gap D, and the BCS

ratio 2D(0)/kBTc under pressure, is reported.

When all the necessary parameters are found, we can

construct the dependences D*(T) for all pressure values. The

dependence D*(T), calculated using the LP model according

to Eq. (11) for P¼ 0 with the experimentally determined

parameters T*¼ 141 K, Tmf
c ¼ 91.08 K, nc(0)¼ 0.334 Å,

e�c0¼ 0.154, and A4¼ 4.7, is represented by the dots in Fig.

26 (curve 1). A similar dependence for P¼ 0.95 GPa is

shown in Fig. 26 using empty squares (curve 2). It is con-

structed using parameters T*¼ 135.7 K, Tmf
c ¼ 91.83 K,

nc(0)¼ 0.405 Å, e�c0¼ 0.147, A4¼ 12. Similar dependences

obtained for P¼ 0.35 and 0.65 GPa are located between

these two curves, but are not shown so as not to overload the

figure.

Figure 26 shows that the pressure significantly increases

D*, as d ln D*/dP� 0.32 GPa�1. At the same time, the ratio

D*¼ 2D*(Tc)/kBTc also increases by 16%, as noted above.

However, in general, in OD single crystals the pressure has

little effect on the shape of the D*(T) curve. Regardless of

the pressure, the curve D*(T) has a maximum at Tpair

� 129 K (P¼ 0), in the temperature range T* � T � Tpair,

which is typical for high-quality thin YBCO films, where

Tpair¼ (131 6 1) K (P¼ 0) and does not depend on the oxy-

gen concentration.61,62,142 Recall that Tpair is the temperature

at which the LPs transform from SCBs into FCPs. In other

words, this is the temperature of the BEC-BCS cross-

over.62,127–131 Below Tpair, the D*(T) dependence becomes

linear with a positive slope a1 � 0.53 (P¼ 0), which almost

does not decrease with increasing pressure, i.e., in contrast

to WD single crystals (Fig. 22), in this case the D*(T) depen-

dence is close to the similar dependence observed on well-

structured YBCO films.60–62,142 It can be seen that below

Tpair, regardless of pressure, the linearity is conserved almost

until 100 K. A small maximum at T � 96 K is most likely

TABLE 4. PG analysis parameters of a YBa2Cu3O6.94 single crystal.

P, GPa T*, K Tpair, K D*(TG), K 2D*/KBTc e�c0 a0

0 141 129 228 5 0.154 0.53

0.25 135 127 239 5.2 0.151 0.53

0.65 140 126 230 5.4 0.143 0.54

0.95 135.7 122 273 5.8 0.147 0.53

FIG. 26. The temperature dependences of the pseudogap D*(T) for an OD

YBa2Cu3O6.94 single crystal at P¼ 0 (curve 1) and P¼ 0.95 GPa (curve 2)

calculated using the local pair model, according to Eq. (11), with the param-

eters given in the text.
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due to the specificity of this sample—a singularity along

q(T) in the region of T� 96 K, which is also visible in the

form of a minimum along the lnr0(lne) dependence for ln e �
�2.6 (Fig. 25).

Below T01 and up to Tmf
c , Fig. 26 shows an exceptionally

sharp growth of D*(T), which is observed for the first time,

and is most likely a part of the specific behavior of the PG in

OD single crystals.199 This behavior is probably driven by

the sample’s transition into the SC fluctuation region, in

which the excess conductivity r0(e) (Fig. 25) obeys the clas-

sical fluctuation theories. The details of such a transition are

shown in Fig. 27. As already noted, the phase rigidity of the

SC order parameter wave function is conserved up to

T01.40–42 This means that the superfluid density ns retains a

non-zero value up to T01, i.e., up to T01, the fluctuation pairs

behave somewhat like ordinary SC pairs, but without long-

range order, as noted in Sec. 4.2.2.3,5,8,9,40 Accordingly,

below T0, local pairs are finally transformed into classical

FCPs, and the system is three-dimensionalized,7,61 i.e., the

conditions necessary for the transition to the SC state are cre-

ated (see Sec. 2).

At T < T01, the shape of the D*(T) dependence in Fig. 27

is actually the same as in a WD single crystal (Fig. 22, curve

with P¼ 0). As is the case in a WD single crystal, D*(T)

increases rapidly, demonstrating a maximum in the T0

region, and then a minimum at TG, below which the fluctua-

tion theories no longer work and a characteristic jump in

D*(T) is observed upon transition to the critical fluctuation

region. Thus, it can be concluded that the transition to the

SC state in both WD and OD YBCO single crystals obeys

the same laws.

However, it is necessary to note at least two significant

differences. In WD single-crystals, the SC fluctuation range

is very large: Dfl¼ T01 � TG¼ 36 K, which coincides with

the results of Refs. 29, 41, and 200. Whereas in OD single

crystals, Dfl¼T01 � TG¼ 92.54 � 91.09 K¼ 1.45 K (P¼ 0),

and Dfl¼ 1.34 K (P¼ 0.95 GPa), i.e., exceptionally small.200

This result is also in agreement with the HTSC phase dia-

gram in Fig. 3: the higher the charge carrier density nf in the

sample, the higher the Tc and the lower T* and, as we can

see, the smaller the region of SC fluctuations above Tc.

The second contrast is an exceptionally large difference

in the increase of D*(T) below T01. In WD single crystals,

D*(T) ¼D*(TG) � D*(T01) � 5 K (P¼ 0), i.e., it is relatively

small, whereas the interval Dfl¼ 36 K (Fig. 22), on the con-

trary, is very large. Accordingly, a very large increase of

D*(T)¼D*(TG)�D*(T01) � 80 K (P¼ 0) is observed in OD

single crystals, but in an exceptionally narrow temperature

range Dfl � 1.5 K (Figs. 26 and 27).

In the OD sample, the charge carrier density nf is at least

3 times greater than in a WD YBCO single crystal with Tc

� 49 K.3,61,71 Accordingly, the density of the superconduct-

ing carriers ns, and hence the FCP density (short-range phase

correlations) above Tc should also be much higher,3,5,8,9,40

which can explain the observed sharp increase of D* at T
<T01 (Fig. 26). In addition, an exceptionally short coherence

length can also contribute to the formation of the SC correla-

tions above Tc. It should also be noted that the absolute value

of D*(TG) � 230 K (Fig. 26) is actually 2 times larger than in

WD single crystals. The sample parameters obtained from

PG analysis for all values of P are given in Table 4.

It is worthwhile to note that the pressure-induced

increase in D* in OD samples is 1.12 times smaller than in

YBCO single crystals. At the same time, the pressure-

induced decrease in q is also 1.12 times lower than in WD

samples (Tables 1–4). Thus, we can assume that both effects

are based on the same physical mechanism, which is most

likely rooted in the features of the electron-phonon interac-

tion in cuprates.29,30 Recently, a significant increase in both

the SC gap D(0), and the 2D(0)/kBTc ratio with increasing

pressure was also observed in a WD polycrystalline Bi2223,

together with a decrease in the frequencies of the supercon-

ductor’s phonon spectrum.29 Thus, most likely, the

“softening” of the phonon spectrum is the most probable

cause for the pressure-induced increase in both the SC gap

D29,196 and the PG D*, and consequently, the ratio

D*¼ 2D*(Tc)/kBTc detected in our experiments.26,27 This

“softening” of the phonon spectrum should also lead to an

experimentally observed decrease in the resistance of HTSC

cuprates under pressure.29,85,194,200 It should be emphasized

that, as our studies have shown (Figs. 16 and 23), the

pressure-induced decrease in q(T) is practically independent

of the level of doping of HTSCs. At the same time, the

dependence Tc(P) has a significant dependence on doping

(Tables 1 and 3). Consequently, it is most likely that the

increase in Tc with increasing pressure occurs precisely as a

result of the redistribution of the carrier density nf, which

leads to an increase in nf of CuO2 planes. This process likely

occurs with more ease in WD cuprates,26,62,194,201 where

dTc/dP� 4–5 K/GPa.27,195,196 It can be assumed that in OD

samples the pressure has little effect on the charge carrier

density nf of the CuO2 planes, which is close to saturation in

OD YBCO. As a consequence, the Tc in these samples is

practically independent of pressure. The relatively weak

effect of pressure on the value of Tc in OD samples can also

be explained by the specific location of the Fermi level near

the van Hove singularity in the charge carrier spectrum123

(Sec. 3.1.2). However, strictly speaking, the mechanisms of

both the pressure-induced increase in Tc and the decrease of

q in HTSC are not completely clear.

Thus, for the first time the LP model is used to study the

effect of hydrostatic pressure up to �1 GPa on the excess

FIG. 27. The temperature dependence of the pseudogap D*(T) for an OD

YBa2Cu3O6.94 single crystal at P¼ 0 (dots) in the T < T01 temperature

range. The solid curve is drawn for convenience.
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conductivity r0(T) and the pseudogap D*(T) of optimally

doped YBa2Cu3O7-d single crystals with Tc� 91.1 K (for

P¼ 0). It is found that the ratio D*¼ 2D*(Tc)/kBTc, and also

the PG increase as dlnD*/dP¼ 0.32 GPa�1, which is of the

same order as the increase in WD single crystals.

It is shown that the pressure impact in OD single crystals

on Tc is very small: dTc/dP � 0.73 K/GPa, while dlnq/dP
��(17 6 0.2)%�GPa �1 is of the same order as in WD

YBCO single crystals. Consequently, the mechanisms driv-

ing the effect of pressure on Tc and q(T) are different. The

increase in Tc is most likely due to the redistribution of

charge carriers in the CuO2 planes. The reduction of q and

the increase in D* is largely generated by a decrease in the

frequencies of the phonon spectrum of the superconductor

subjected to pressure.

It is shown that irrespective of the pressure, in the tem-

perature range Tc � T01 r0(T) is well described by the 3D AL

and 2D MT fluctuation theories, demonstrating a 3D-2D

crossover with increasing temperature.

The singularity in the form of a narrow minimum along

the D*(T) curve, corresponding to the temperature T01 (Figs.

25 and 27), which determines the SC fluctuation region

above Tc, was clearly revealed for the first time. A sharp

increase (�80 K) in D*(T) is detected below T01, in a narrow

temperature range of �1.5 K, which is a specific feature of

the PG behavior for OD YBCO single crystals.

It is shown that the transition of D*(T) to the supercon-

ducting state below T01 actually occurs according to the

same scenario as in WD single crystals.

5. The pressure-induced phase separation and diffusion of
the labile component in HoBa2Cu3O7-d single crystals

In order to get a deeper understanding of HTSC physics,

it is interesting to compare the results obtained above for

YBa2Cu3O7-d single crystals in which no magnetism is

expected, with HoBa2Cu3O7-d HTSCs, in which the mag-

netic subsystem can play a significant role. An important

feature of HTSC compounds like REBa2Cu3O7-d (RE¼Y,

Ho, Dy …) is the possibility of them realizing a nonequilib-

rium state at a certain degree of oxygen deficiency, which

can be induced by external conditions such as tempera-

ture,187 or high pressure.188 This state is accompanied by

labile oxygen redistribution and structural relaxation (see

Sec. 3), which, in turn, have a significant effect on electric

transport system parameters.187–189 The replacement of Y by

Ho, which has a sufficiently large (lHo¼ 10.6 lB and

leff¼ 9.7 lB in HoBa2Cu3O7-d) magnetic moment,202 allows

to predict a qualitatively different system behavior due to the

paramagnetism of HoBaCuO in the normal state. The study

of samples that have a non-stoichiometric oxygen composi-

tion is of particular interest, because their rare-earth ion can

serve as a probe, sensitive to the local symmetry of its envi-

ronment and charge density distribution, since their change

affects the crystal field that forms the electronic structure of

such an ion.36,189,194

Our experiments85,193 consider the influence hydrostatic

pressures up to �0.5 GPa have on the FLC r0(T) and the

pseudogap D*(T) in weakly doped HoBa2Cu3O7-d single

crystals (HoBCO) with Tc � 61.2 K and an oxygen index 7-d
� 6.65. The measurements are made when the transport

current flows both at an angle of 45
 (IzTB) to the twin

boundaries (sample S1)85 and parallel to the TB: I jj TB

(sample S2), at which time the effect of twins on charge car-

rier scattering processes is minimized.193 A comparison of

these results with analogous data obtained for YBa2Cu3O7-d

(Sec. 4) and iron-based superconductors such as

SmFeAsO0.85 (Ref. 203) and EuFeAsO0.85F0.15,157 should

help to elucidate the mutual influence mechanisms of super-

conductivity and magnetism in HTSCs.159,204

5.1. Specific features of the behavior of weakly doped
HoBa2Cu3O7-d single crystals under hydrostatic pressure
up to 0.5 GPa for current flowing at an angle of 45
 to the twin
boundaries

5.1.1. Studies of resistance and critical temperature

HoYBa2Cu3O7-d (HoBCO) single crystals, like YBCO

single crystals, are grown using gold crucible solution-melt

technology, according to the procedure in Refs. 187–189

(see Sec. 4.1). To carry out resistive measurements, rectan-

gular crystals with typical dimensions of 1.9� 1.5� 0.3 mm

(S1) and 1.7� 1.2� 0.2 mm (S2) are selected from one

batch. The minimum crystal size corresponds to the direction

of the c-axis. To determine the effect of oxygen redistribu-

tion, measurements were taken after two to seven days after

the pressure application-relief so that the relaxation pro-

cesses are complete.85,187–190,193

This section presents the results of measurements for

HoYBa2Cu3O7-d single crystals with Tc � 62 K and an oxy-

gen index of 7-d � 6.65, when the transport current flows at

an angle of 45
 to the twin boundaries (S1) (sample S1).85 In

this case, oxygen-depleted TBs create additional defects

(Fig. 4), which, as will be shown below, significantly affect

the sample’s ascending diffusion when pressure is applied

(see Sec. 3.1.4). The temperature dependences of resistivity

q(T) ¼qab(T) are S-shaped,85 which is typical for weakly

doped YBCO films61 and single crystals106 (Fig. 28). In fact,

we have four samples: H21 at P¼ 0, H22 (P¼ 0.48 GPa),

H23 (P¼ 0.48 GPa applied for 5 days) and H24 at P¼ 0, for

measurement immediately after depressurization. We note

that both the magnitude and the decrease in the resistivity

under pressure are of the same order as in YBCO single crys-

tals (Fig. 16), and above T*¼ 269 K (P¼ 0) and T*¼ 265 K

FIG. 28. The resistivity of a WD HoBCO single crystal as a function of tem-

perature at different pressures and IzTB for samples: H21, P¼ 0 (1); H22,

P¼ 0.48 GPa (2); H23, after holding for 5 days at P¼ 0.48 GPa (3); H24,

P¼ 0 immediately after depressurization (4).
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(P¼ 0.48 GPa) (Table 5), all the q(T) dependences curves

are linear45 with a slope of dq/dT¼ 3.1 and 2.58 lX cm/K,

for P¼ 0 and 0.48 GPa, respectively. As in all our experi-

ments, the slope was determined by approximating the experi-

mental dependences q(T) on a computer and confirming the

excellent linearity of the dependences with rms error of 0.009

6 0.002 in the indicated temperature range for all applied

pressures. Taking into account that the pressure in this case is

2.2 times less, we find that the decrease in q(T) under pressure

at T>T* is practically independent of the temperature and

amounts to dlnq/dP¼�(33 6 0.5)%�GPa�1. It is signifi-

cant that this value appreciably exceeds the value dlnq/dP
reported for various cuprates.189,190,194–197,201 In particular, it

is 1.7 times greater than in the YBCO single crystals studied

by us (Sec. 4.2).

Figure 29 shows the superconducting transition curves

at P¼ 0 (a) for sample H21 and P¼ 0.48 GPa (b) for sample

H23, with indication of the characteristic temperatures. It is

clear that the pressure increases both Tc and the width of the

SC transition. The unusual shape of the q(T) curve with sev-

eral linear sections, especially at P¼ 0.48 GPa, indicates the

possibility of phase separation in the sample due to

the enhancement of ascending diffusion processes under

pressure.187–190 From the data in Fig. 29 we see that Tc

increases with pressure as dTc/dP ’ 4.16 K/GPa, which is in

excellent agreement with the results obtained on weakly

doped YBCO single crystals (Sec. 4), where dTc/dP ’ 5.1 K/

GPa. The same value of dTc/dP ’ 4 K/GPa was obtained

from experiments on muon scattering (lSR) in Ref. 196 for

the WD YBCO polycrystalline solid. These results once

again confirm the assumption that the growth of Tc in cup-

rates when pressure is applied, is most likely due to an

increase in the carrier density nf in the CuO2 planes. Strictly

speaking, the temperature dependences q(T) of WD HoBCO

single crystals, and their behavior under pressure, differ little

from similar dependences of WD YBCO single crystals (Fig.

16). The main differences generated by the magnetism of

HoBCO are found in the behavior of the FLC (Figs. 30 and

31) and, chiefly in the PG D*(T) (Fig. 32).

5.1.2. The effect of pressure on excess conductivity

As in the case of WD YBCO single crystals (Sec. 4.2.2),

the FLC is determined by excess conductivity analysis,

which is calculated using Eq. (1), as the difference between

the measured resistance q(T) and the linear above T* qN(T),

extrapolated to low temperatures. This approach is used at

all applied pressures. In a standard manner, all analysis is

carried out using the LP model for all pressure values.

However, we will consider the procedure for determining

the FLC and PG in samples H21 (P¼ 0) and H23 (P¼ 0.48

GPa) in more detail, and compare the results.

FIG. 29. The superconducting transition of WD HoBCO single crystals at

IzTB and P¼ 0 (a) and after five days under a pressure of P¼ 0.48 GPa (b).

q’N is the resistance of the sample before the SC transition.

TABLE 5. Parameters of the FLC analysis for the HoBa2Cu3O6.65 single

crystal.

P,

GPa

q(100 K),

lX cm

Tc,

K

T*,

K

Tmf
c ,

K

TG,

K Gi

T0,

K

T01,

K

ncð0Þ,
Å

0 186 61.2 269 61.9 62.3 0.006 65.3 99.5 2.72 6 0.02

0.48 160 63.2 265 65.9 67.0 0.017 69.3 114 2.65 6 0.02

FIG. 30. The temperature dependences of the inverse square of the excess

conductivity r0�2(T) for a WD HoBa2Cu3O6.65 single crystal at P¼ 0 (a)

and P¼ 0.48 GPa (b), which determine Tmf
c (IzTB). Tc, TG, and T0 are also

shown.
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As in Sec. 4.2.2, the critical temperature in the mean-

field approximation Tmf
c was determined from the r0�2(T)

dependence (Table 5). The corresponding r0�2(T) dependen-

ces of the HoBCO single crystal at P¼ 0 (a) and P¼ 0.48

GPa (b) are shown in Fig. 30, which also marks the tempera-

tures Tc, TG, and T0. The obtained values of Tmf
c allow us to

determine e ¼ ðT � Tmf
c Þ=Tmf

c , after which it is possible to

conduct a direct analysis of the FLC in the coordinates ln r’

versus ln e. In this case, the shape and behavior of the experi-

mental curve, as well as its comparison with existing fluctua-

tion theories, can give essential information about the test

sample (see Secs. 4.2 and 4.3). The dependences of lnr’ on

ln e are shown in Fig. 31 for samples H21 at P¼ 0 (a) and

H23 at P¼ 0.48 GPa (b). It is seen that, like in YBCO single

crystals, close to Tc, the FLC is perfectly approximated by

the 3D AL fluctuation contribution (2).144 In double logarith-

mic coordinates, these are solid lines (1) with a slope

k¼�1/2. This confirms that the classical 3D FLC is always

realized in HTSCs, when T ! Tc, and where nc (T)> d.60,61

At T0¼ 65.3 K (ln e0¼�2.91, P¼ 0), a 3D-2D (AL-MT)

crossover occurs. Knowing T0, according to Eq. (8), we find

nc(0)¼ (2.72 6 0.02) Å (P¼ 0). Accordingly, T0¼ 69.3 K

(lne0¼�2.96) and nc(0)¼ (2.65 6 0.02) Å (P¼ 0.48 GPa)

(Table 5).

In the interval ranging from T0 to T01 � 99.5 K, where

d> nc(T)> d01, the FLC is perfectly described by the 2D MT

fluctuation contribution of the HL theory145 [Eq. (3)] (Fig.

31, dashed line 2) with the parameters given in Table 5. As

already noted, neither l nor nab(T) is determined in the FLC

experiments. To continue the analysis, we use the

experimental fact that d � 2, if all the parameters are chosen

correctly.60,61 Thus, to calculate the MT contribution,

according to Eq. (3), all we need to determine is the coupling

parameter a (6). For this we use the experimental fact that

nc(0) is already determined by the temperature of the 3D-2D

crossover T0.

This means that the condition ncð0Þ ¼ d
ffiffiffiffi
e0
p ¼ d01

ffiffiffiffiffiffi
e01
p

¼ ð2:1360:02ÞÅðP ¼ 0Þ is fulfilled where, as before, d01 is

the distance between the CuO2 conducting planes in HTSCs.

Assuming that the size of the unit cell along the c-axis for

HoBCO and YBCO cuprates d¼ c¼ 11.67 Å, we get

d01 ¼ d
ffiffiffiffiffiffiffiffiffiffiffiffi
e0=e01

p
¼ ð2:7460:05ÞÅðP ¼ 0Þ, which is practi-

cally the inter-planar distance in WD HoBCO.85,95 This

means that e01 is correctly defined. The fact that in the tem-

perature interval DTfl¼T01 � TG the FLC obeys the classical

fluctuation theories, means that SC fluctuations exist up to

T01 in HTSCs. In other words, as noted above, in the interval

DTfl¼ T01 � TG � 37.2 K (P¼ 0), which is of the same order

as in the WD YBCO (Sec. 4.2), the phase rigidity of the

order parameter wave function of HTSCs is conserved.40–42

In the framework of such an approach, it is assumed that

below T01 nc(0) > d1 and connects the CuO2 planes via

Josephson interaction, which leads to the appearance of a

FLC governed by 2D MT.7,145,156 Obviously, in this case e01

becomes the main parameter of Eq. (3), and its correct

choice is crucial for the FLC analysis, which has already

been discussed above. Thus, as is the case in all magnetic

superconductors, it is precisely d1
ffiffiffiffiffiffi
e01
p

that determines nc(0),

and hence, the coupling parameter a (6). This is exactly why

we substitute e01 instead of e0 into Eq. (4) to find su (100 K)

b¼ (0.492 6 0.002)� 10�13 s (P¼ 0). If d¼ 11.67 Å and

e¼ e0 are substituted into Eq. (4), then we obtain su(100 K)

b¼ (6.118 6 0.002)� 10�13 s and curve 3 in Fig. 31(b),

which clearly does not correspond to the experiment. This

result confirms the correctness of our reasoning, and also

indicates a strengthened 2D-MT contribution [denoted as D
(ln r0) on Fig. 7 in Ref. 150] in FLC as compared to

YBa2Cu3O7-d. For the first time, the enhanced MT contribu-

tion to the 2D region of SC fluctuations above Tc was

observed in a magnetic superconductor SmFeAsO0.85,7,203

and then in EuFeAsO0.85F0.15.
157 By comparing the results, it

can be concluded that the enhanced fluctuation contribution

to the 2D MT region can be considered to be the main fea-

ture of the specific FLC behavior caused by the influence of

the HoBCO magnetic subsystem.

A few more distinct differences between the behavior of

the FLC for WD HoBCO single crystals (Fig. 31) and

YBCO (Sec. 4.2) are worth noting. In contrast to YBCO

(Fig. 19), the HoBCO transition from 3D to 2D fluctuations

is somewhat stretched in temperature (Fig. 31). This may be

caused by the spread of unit cell sizes d� 11.67 Å due to

defects induced by the TB, especially in the case of

IzTB,85,187–190 and also because of the possible enhance-

ment of magnetic interactions in HoBCO. However, as

before, T0 (lne0 in Fig. 31) is clearly determined based on the

point at which the temperature dependences of the AL and

MT theories intersect. It should also be noted that pressure

amplifies 2D fluctuations, as a result of which the data devi-

ates upward from the theoretical MT curve above ln

e��1.65. Such a curve shape is typical for magnetic super-

conductors.157,203 As will be shown below, the effect of the

FIG. 31. lnr0 as a function of lne of a HoBa2Cu3O6.65 single crystal at P¼ 0

(a) and P¼ 1.05 GPa (b) (IzTB) in comparison with fluctuation theories:

3D AL (1); MT with d¼ d01 (2) and MT with d¼ 11.67 Å (3). ln e01 deter-

mines T01, which defines the region of SC fluctuations above Tc, ln e0 deter-

mines the crossover temperature T0, and lneG determines the Ginzburg

temperature TG.
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HoBCO magnetic subsystem is even more clearly observed

on the temperature dependence of the pseudogap for such

single crystals.85

In addition to the apparent decrease in resistance and the

increase in Tc, as well Tmf
c , Tc, T0 and T01 and the SC fluctua-

tion region DTfl¼ T01 � TG � 47 K (P¼ 0.48 GPa) (Figs.

28–31), the pressure decreases su(100 K)b ¼ (0.405 6

0.002)� 10�13 s at P¼ 0.48 GPa, as well as the excess con-

ductivity r0. From the data shown in Fig. 31, it follows that

dlnr0/dP � �1.25 GPa�1. Whereas in YBCO, r0 is practi-

cally independent of pressure (Fig. 19). Also in HoBCO,

nc(0), d01, and both C-factors slightly decrease (see Tables 5

and 6), which indicates some improvement in the structure

of the sample under pressure. The closer C3D is to 1.0, the

more homogeneous the structure of the sample.7,60–62 This

conclusion is supported by the experimental fact that the

temperature interval of the “Anderson”-type metal-to-dielec-

tric (MD) transition, which is most likely caused by the dis-

ordering of such systems,205 smoothly decreases under

pressure in HoBCO.188 The pressure also increases TG, and

consequently, the so-called Ginzburg number: Gi ¼
ðTG � Tmf

c Þ=Tmf
c (Table 5),162 as shown in detail in our Ref.

85. However, this issue is outside the scope of this paper.

5.1.3. The temperature dependence of the HoBa2Cu3O6.65

pseudogap, under pressure

In the framework of the LP model, information on the

magnitude and temperature dependence of the PG in

HoBa2Cu3O6.65 is obtained from the temperature depen-

dence of the excess conductivity Dr(T) with the aid of Eqs.

(10) and (11).85 In addition to T*, nc(0), and e, the values of

the coefficients A4 and e�c0, which were experimentally deter-

mined using the LP model, as was the case with YBCO sin-

gle crystals (see Fig. 20), are substituted into Eq. (11). The

value D�ðTmf
c Þ was found based on the dependence D(1/T)

(see Fig. 21). As expected, at P ¼ 0 D� ¼ 2D�ðTmf
c Þ=

kBTc ¼ ð5:060:05Þ, though in contrast to YBCO, which is

surprising, in HoBCO D* is practically independent of pres-

sure (Table 6). The dependences D*(T), calculated according

to Eq. (11) with the parameters T*¼ 269 K, Tmf
c ¼ 61.9 K,

nc(0)¼ 2.72 Å, e�c0¼ 0.76, A4¼ 35, D*(Tc)¼ 151 K and

D*¼ 5.0 at P¼ 0, and accordingly T*¼ 265 K, Tmf
c ¼ 65.9 K,

nc (0)¼ 2.65 Å, e�c0¼ 0.806, A4¼ 23.8, D*(Tc)¼ 156.6 K and

D*¼ 5.0 at P¼ 0.48 GPa are shown in Fig. 32.

As can be seen in the figure, the shape of the D*(T)

dependence of the HoBa2Cu3O6.65 single crystal differs fun-

damentally from the analogous dependence observed for

WD YBCO single crystals both without and without pressure

(see Fig. 22). In addition, at P¼ 0, the D*(T) dependence

shows two unexpected maxima at Tm1 � 214 K and Tm2

� 239 K (Fig. 32, curve 1). The higher temperature maxi-

mum is expressed more clearly. Most likely, the maxima

arise as a result of the single crystal’s two-phase

stratification, which is specific to HoBCO single crystals

with pronounced TBs (see Fig. 4).187,188 One of the possible

causes of phase separation can be a lowered Tc in the TB

region, which occurs due to an increased density of vortices

in the TB regions.206,207 In addition, at P¼ 0, there is a

decreasing linear section marked by straight line 4, with a

slope close to that observed in the IBSCs,157,203 in the T >
Tm2 range. These questions were considered in detail in Ref.

85. The pressure forces the ascending diffusion processes to

operate in the sample, which leads to the redistribution of

labile oxygen in a single crystal187–190 (see Sec. 3.1.4).

Ultimately, this leads to the disappearance of the maxima

along D*(T) and the appearance of a specific D*(T) depen-

dence with a decreasing linear region in the high tempera-

ture range (line 3 on Fig. 32), but one that is different from

line 4.85 We emphasize that in this case the maxima disap-

pear only after keeping the sample under pressure for 5

days. It can be assumed that the specificity of the charge

carrier distribution, which arises at the twin boundaries at

IzTB, inhibits the ascending diffusion process in a single

crystal.85

As noted above, similar dependences of D*(T) are

observed in SmFeAsO0.85 (Refs. 7 and 203) and

EuFeAsO0.85F0.15 (Ref. 157) IBSCs and are typical for mag-

netic superconductors.159 Thus, the peculiarities observed in

our experiments for the behavior of the FLC and PG in WD

HoBCO single crystals can probably be explained by the

enhancement of the magnetic interaction in such samples,

due to the obvious influence of the intrinsic magnetism of

Ho.85,208 At the same time, the behavior of D*(T) before the

SC transition (Fig. 32) is the same as in all HTSCs that we

investigated (Fig. 27).159 Below T01 � 114 K (P¼ 0.48

GPa), D*(T) increases appreciably, demonstrating a maxi-

mum at T� T02 (T0 for P¼ 0 is not shown). Then follows a

minimum at TG, below which there is a sharp increase in

D*(T) during the transition to the critical fluctuation regime

immediately near Tc. All the results obtained confirm the

above assumption that the excess conductivity reflects not

TABLE 6. Parameters of FLC and PG analysis of HoBa2Cu3O6.65 single

crystals.

P, GPa d1, Å C3D C2D TM1, K TM2, K D* D*(Tc), K D�max, K

0 3.5 2.38 2.75 214 239 5.0 6 0.05 151 271

0.48 3.09 1.72 2.18 … … 5.0 6 0.05 157 258

FIG. 32. The temperature dependences of the pseudogap D*(T) for the WD

HoBa2Cu3O6.65 single crystal at P¼ 0 (1) and P¼ 0.48 GPa (2), calculated

using the LP model (11) with the parameters given in the text. Line 3 marks

the linear portion of curve 2 (IzTB). Dashed line 4 shows a slope that is

expressed by magnetic superconductors such as SmFeAsO0.85.
203 Tm1 and

Tm2 are the maxima of D*(T) on curve 1.
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only the value of the PG, but also the features of the interac-

tion, including magnetic, in the HTSC charge carrier system.

Unexpected and surprising is the fact that in this case,

the PG D*(T) practically does not increase under pressure,

which sharply distinguishes the magnetic HoBCO from the

nonmagnetic YBCO (Sec. 4). Moreover, in a significant tem-

perature range, from �220 to �80 K, the D*(T, P) depen-

dence passes even below D*(T, 0) (Fig. 32). However,

D*(TG, P) � 156.6 K (ln D* (TG, P)¼ 5.0536) is still larger

than D*(TG, 0) � 150.8 K (lnD* (TG, P)¼ 5.0159). This indi-

cates an increase in D*(T) with a velocity dlnD*/dP � 0.075

GPa�1, which is about 5 times smaller than in the WD YBCO

single crystal, where dlnD*/dP � 0.36 GPa�1 (Sec. 4.2.3).

Even less, practically at the level of experimental error, is the

pressure effect on D� ¼ 2D�ðTmf
c Þ=kBTc, equal to D*¼ 5

6 0.05, irrespective of pressure. Is this behavior a conse-

quence magnetism in HoBCO, or is it generated by the defects

created by TBs? The answer is unclear. To gain more insight,

we measured the same HoBCO single crystals while passing a

current parallel to the TBs, as shown in the next section.

5.2. The specific behavior of weakly doped HoBa2Cu3O7-d single
crystals under hydrostatic pressure up to 0.5 GPa at a current
parallel to the twin boundaries

5.2.1. A study of how pressure impacts resistance, critical
temperature and fluctuation conductivity

For studies at a current parallel to the TB (I jj TB) (sam-

ple S2),193 single crystals are taken from the same batch as

the samples used in the previous section. The measurements

are also carried out at pressures P¼ 0 (sample H12) and

P¼ 0.48 GPa after aging for five days (sample H32). That is,

to determine the effect of oxygen redistribution, measure-

ments are carried out at two to seven days after the pressure

application-relief, so that the relaxation processes are com-

pleted.85,187,188,193 In fact, as in the case of IzTB, we have

four samples: H12 at P¼ 0, H22 (P¼ 0.48 GPa), H32

(P¼ 0.48 GPa applied for 5 days) and H42 at P¼ 0, mea-

sured immediately after depressurization.

The temperature dependences of resistivity q(T)

¼qab(T) of the HoBa2Cu3O7-d single crystal with Tc � 62 K

and oxygen index 7-d � 6.65 for I jjTB are similar to those

shown in Fig. 28 for measurements at a current with

an angle of 45
 to the TB (IzTB). As expected, they had

the same S-shape,85,193 characteristic of weakly doped

HTSCs.60,61,106 However, unlike the measurements for

IzTB, T* was noticeably lower: T* � 247.5 K at P¼ 0, but

also decreased insignificantly to T* � 242.7 K at P¼ 0.48

GPa (Table 2). Accordingly, as can be seen from Table 7, at

I jj TB dTc/dP � 5.8 K/GPa. We note that this is 1.4 times

greater than for IzTB, but it is consistent with similar results

obtained for other cuprates.188,189,194–197,201 Above T*, all

the q(T) dependences are linear with a slope dq/dT � 3.0

and �2.45 lX cm/K at P¼ 0 and P¼ 0.48 GPa,

respectively, as follows from the theory.45 As in the case

of IzTB (Sec. 5.1), the decrease in q(T) under pressure at T
>T* is practically independent of the temperature and

amounts to d lnq(300 K)/dP¼�(35 6 0.5)%�GPa�1,

which is �1.8 times larger than in our YBCO single crystals

(Sec. 4.2). This value appreciably exceeds the value dlnq/

dP, reported for various cuprates.189,190,194–197,201 Note that

the detected large value of dlnq(300K)/dP¼�(34 6 1)%

�GPa�1, observed for both IzTB and I jj TB, is apparently

specific to HoBCO single crystal behavior. The reason for

this behavior requires further study.

The fluctuation conductivity for all P was determined in

a standard manner based on excess conductivity r’(T), which

is calculated from Eq. (1) as the difference between the mea-

sured resistance q(T) and the linear above T*qN(T), extrapo-

lated to the low-temperature region.193 As in other single

crystals (Secs. 4 and 5.1), the analysis is carried out using

the LP model for all values of pressure. The results obtained

for the sample at P¼ 0 and 0.48 GPa applied for a week are

compared. As in Sec. 5.1.2 (Fig. 30), the dependence

r0�2 (T) is used to determine the critical temperature in the

mean-field approximation Tmf
c � 62:4 K > TcðP ¼ 0Þ and

Tmf
c � 65:4 KðP ¼ 0:48Þ GPa, as well as TG and T0 (Table

7). As usual, Tc is determined by extrapolating the resistive

transition to the value q(Tc)¼ 0. The dependences lnr’(lne)
at P¼ 0 (a) and P¼ 0.48 GPa (b) are shown in Fig. 33. Let

us consider the details of FLC behavior using the example

TABLE 7. FLC analysis parameters for the HoBa2Cu3O6.65 single crystal at

I jj TB.

P, GPa

q(100 K),

lX cm Tc, K T*, k Tmf
c , K TG, K T0, K T01, K ncð0Þ, Å

0 193 61.2 247.5 62.4 62.5 63.3 88.7 1.49 6 0.05

0.48 172 64 242.7 65.4 65.6 66.5 95.6 1.53 6 0.05

FIG. 33. ln r’ as a function of ln e for a HoBa2Cu3O6.65 single crystal at P¼ 0

(a) and P¼ 1.05 GPa (b) (I jj TB) in comparison with fluctuation theories: 3D

AL (1); MT with d¼ d01 (2) and MT with d¼ 11.67 Å (3). ln e01 defines T01,

which gives the SC fluctuation region above Tc, lne0 determines the temperature

of the crossover T0 and lneG determines the Ginzburg temperature TG.
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P¼ 0.48 GPa. Same as the other single crystals that

were studied, up to T0 � 66.5 K (ln e0 � �4.05), the

experimental data are extrapolated well by 3D AL

fluctuation contribution (2)7,60,144 (solid line 1), and above

T0, to T01 � 95.6 K (ln e01 � �0.8), by the 2D MT contribu-

tion to HL (3)26,27,145,193 with d¼ d01¼ 2.29 Å and su

(100 K)b¼ (0.665 6 0.002)� 10�13 s (dashed curve 2),

which is typical for magnetic HTSCs. Accordingly, curve 3,

constructed with d¼ 11.67 Å, as in the case of IzTB (Fig.

31), passes much lower than the experimental points and has

a completely different slope. However, somewhat unexpect-

edly, curve 3 describes the experiment quite well in the tem-

perature interval between the region of 3D and 2D

fluctuations. Nevertheless, T0 is still defined as the point of

intersection of the AL and MT curves, which seems

logical. Thus, at T¼ T0, a dimensional 3D-2D (AL-MT)

crossover is also clearly observed (Fig. 33). Using Eq. (8),

we use the crossover temperature to determine ncð0Þ
¼ d01e

1=2
01 ¼ de1=2

0 ¼ ð1:5360:005Þ Å (Table 7), which, how-

ever, is 1.73 times smaller, than with IzTB.

A similar dependence of ln r0(ln e) is obtained for P¼ 0

with the parameters given in Tables 7 and 8. It can be seen

from the tables that the pressure leads to a noticeable

increase in the SC fluctuation temperature interval, deter-

mined by T01.40–42 It is not difficult to calculate that

DTfl¼ T01 � TG changes from DTfl � 26.2 K (P¼ 0) to DTfl

� 30 K (P¼ 0.48 GPa), which is 17 K less than in the case

of IzTB at that the same pressure (Sec. 5.1).

We note other measurement differences from the case of

IzTB. From Fig. 33 it is visible that at I jj TB the pressure

does not distort the experimental dependence, and that the

deviation of the experimental points from the MT curve in

the high-temperature region observed for IzTB at P¼ 0.48

GPa above ln e � �1.65 [Fig. 31(b)], is absent in this case.

As is the case for WD YBCO (Fig. 19), the pressure practi-

cally does not affect the value of r0 at I jj TB. It can be

assumed that the decrease in r0 found for IzTB under pres-

sure, dlnr0/dP ��1.25 GPa�1, is a consequence of the spe-

cific distribution of charge carriers when the current is

directed at an angle to the TB. At the same time, the transi-

tion from 3D to 2D fluctuations is even more prolonged for

I jj TB (Fig. 33). This result is somewhat unexpected, since

it suggests a greater spread of values of d in the sample, pre-

sumably due to structural distortions. At the same time, it

was expected that for I jj TB, the number of defects that are

created by the TB should be smaller. However, this result is

confirmed by the observed decrease in T* by �22 K com-

pared with IzTB (Tables 6 and 7). A significant decrease in

T* was observed for the first time in Y1–xPrxBa2Cu3O7-d

films.158 It is assumed that the dielectric cells of PrBCO,

which arise during the manufacture of such films, create

multiple defects in the conducting YBCO matrix, which pre-

vent the appearance of phase coherence in the local pair

ensemble, thus lowering T*. Consequently, the more defects,

the lower the T* should be, which is observed when I jjTB.

We also note that, despite the same Tc, the entire curve

r’(T) is shifted toward low temperatures for IjjTB. When we

compare the results shown in Figs. 31 and 33, we see that for

IzTB the dimensional crossover occurs at lne0 ��3, and for

IjjTB at lne0 � �4. Thus, we get a nontrivial result: when

the direction of the current is changed relative to the TB,

nc(0) decreases by almost 2 times in comparison with IzTB,

and by 2.3 times in comparison with the WD YBCO (Sec.

4.2). Accordingly, the distance between the conducting

planes d01 surprisingly turned out to be �1.5 times smaller

(see tables). Also, note that in this case C3D¼ 0.82 at P¼ 0,

i.e., less than one, and increases somewhat under pressure

(up to 0.87) (Table 8). Whereas for IzTB, C3D¼ 2.38 at

P¼ 0, i.e., more than one, and under pressure it noticeably

decreases (to 1.72) (Table 6). Recall that the closer the C3D

is to 1.0, the more uniform the structure of the sample is

assumed to be.7,60,61

5.2.2. Influence of pressure on the pseudogap at I jj TB

As in Secs. 4.2, 4.3, and 5.1, the pseudogap in

HoBa2Cu3O6.65 single crystals at IjjTB is analyzed using the

LP model. In a standard way, information on the magnitude

and temperature dependence of the PG was determined from

the temperature dependence of the excess conductivity

Dr(T) with using Eqs. (10) and (11).85 In addition to T*,

nc(0) and e, defined above, the values of the coefficients A4

and e�c0, which are experimentally determined in the LP

model (see Sec. 4, Fig. 20 and Sec. 5.1), enter into Eq. (11).

The value D�ðTmf
c Þ is determined based on the dependence

D*(1/T) (see Fig. 21). As expected, at P ¼ 0 D� ¼ D�ðTmf
c Þ=

kBTc ¼ ð5:060:05Þ, and just like for IzTB, it is practically

independent of pressure (Table 8). The dependences

D*(T), calculated according to (11) with the parameters

T*¼ 247.5 K, Tmf
c ¼ 62.4 K, nc(0)¼ 1.49 Å, e�c0¼ 0.78,

A4¼ 12.7, D*(Tc)¼ 152.6 K and D*¼ 5.0 at P¼ 0 and,

respectively, T*¼ 242.7 K, Tmf
c ¼ 65.4 K, nc(0)¼ 1.53 Å,

e�c0¼ 0.79, A4¼ 13.9, D*(Tc)¼ 160 K and D*¼ 5.0 at

P¼ 0.48 GPa, are shown in Fig. 34 (curves 1 and 2,

respectively).

As can be seen in Fig. 34, the dependences D*(T) in the

case of IjjTB are fundamentally the same as for IzTB (Fig.

32). Similarly, at P¼ 0, the D*(T) curve shows two maxima,

but at much lower temperatures Tm1 � 195 K and Tm1

� 208 K (Fig. 34, curve 1). Accordingly, the difference

between the temperatures at which the maxima at IzTB

and I jjTB appear is: DTm1¼ 214–195 K¼ 19 K and

DTm2¼ 239–208 K¼ 31 K. We still assume that the maxima

arise as a result of the single crystal’s biphasic nature, which

is specific to HoBCO single crystals with pronounced TBs

(see Fig. 4).187–189 The causes for the phase separation in

such single crystals are considered in Sec. 5.1 and in detail

in Ref. 85. The pressure forces the processes of ascending

diffusion to kick into action, which leads to the redistribution

of labile oxygen in the single crystal (Sec. 3.1.4).187–190

Ultimately, this generates the disappearance of the maxima

along D*(T) (curve 2) and the appearance of a specific D*(T)

dependence with an extended decreasing linear region at

high temperatures (straight line 3, Fig. 34). In contrast to

TABLE 8. The parameters of the FLC and PG analysis of HoBa2Cu3O6.65

single crystal at I jj TB.

P, GPa d1,Å C3D C2D Tm1, K Tm2, K D* D* (Tc), K D�max;K

0 2.34 0.82 1.29 195 208 5.0 6 0.05 152.6 271
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IzTB, in this case the maxima disappear immediately after

the application of pressure, i.e., the process of ascending dif-

fusion in this case flows much faster. Perhaps this explains

the much lower values of DTm1 and DTm2 for IjjTB.

However, the physics of these processes are not completely

clear.

The dependence of D*(T) with the decreasing linear portion

was observed by us in the IBSCs SmFeAsO0.85 (Refs. 7 and

204) and EuFeAsO0.85F0.15, and is typical for magnetic super-

conductors.159 The slope of the D*(T) dependence with dD*/dT
� 5.8, which is usually observed for the IBSCs,159 is shown in

Fig. 34 by the dashed line 4. It can be seen that in a relatively

narrow temperature range of 231–221 K� 10 K, the same slope

is demonstrated by the experimental dependence of D*(T) at

P¼ 0. And the same slope at P¼ 0 is observed in the interval

275–265 K on the D*(T) curve at IzD (Fig. 32). These results

support the hypothesis of the enhanced role played by magnetic

fluctuations in the WD HoBCO.85 With increasing pressure,

the slope decreases to � 1.9 (line 3 in Fig. 34) and to �2.6 at

IzTB (line 3 in Fig. 32). Strictly speaking, this dependence

somewhat resembles the D*(T) obtained for the WD YBCO

single crystal at P¼ 0 (Fig. 22). But there, the slope dD*/dT �
1.28 is even less, and, as expected, there is no region with a

“magnetic” slope dD*/dT � 5.8. Comparing all the results

obtained, it can be assumed that pressure not only stimulates

the ascending diffusion process, but also somewhat reduces the

role of magnetic fluctuations in HoBCO single crystals.

However, this issue requires further study.

It should be noted that, as in the case of IzTB, pressure

practically does not affect the value of D*(T) (Fig. 34),

which, as already mentioned, distinguishes magnetic

HoBCO (Sec. 5.1) from non-magnetic YBCO (Sec. 4).

However, D* (TG, P) � 160 K (ln D* (TG, P)¼ 5.075) is still

larger than D*(TG, 0) � 152.6 K (ln D*(TG, P)¼ 5.0278), and

curve 2 (P¼ 0.48 GPa) in this case passes somewhat higher

than curve 1 (P¼ 0) (Fig. 34) This indicates the growth of

D*(T) at the rate of dlnD*/dP¼ 0.0472/0.48 � 0.098 GPa�1,

which is 3.7 times lower than in the WD YBCO single crys-

tals, where dln D*/dP � 0.36 GPa�1 (Sec. 4.2.3). As before,

the pressure effect on D� ¼ 2D�ðTmf
c Þ=kBTc, equal to D*¼ 5

6 0.05 is small, almost at the level of experiment error (Table

8) regardless of pressurization. Despite a number of distinct dif-

ferences noted above in the behavior of D*(T) for both IjjTB

and IzTB from the D*(T) observed in WD YBCO, it is still not

clear whether such behavior is a consequence of magnetism in

HoBCO single crystals or if it is due to defects created by the

TB. Most likely, both mechanisms contribute to the observed

behavior of D*(T) in both cases.85,193,208 Obviously, in order to

shed light on this question, it is necessary to perform measure-

ments for both IjjTB and IzTB at even larger (at least �1

GPa) values of hydrostatic pressure.

Taking into account the above facts, we can consider the

significant decrease (more than 1.7 times in comparison with

YBCO) of q(T) in HoBCO under pressure, keeping in mind

that in this case the PG remains practically unchanged. We

recall that when studying the OD YBCO single crystals, we

found that q(T) and PG strongly change with pressure,

whereas Tc increases very slightly. The last result means that

in the OD YBCO, the pressure practically does not increase

the charge carrier density nf in CuO2 planes, which close to

saturation in OD HTSCs. In this case, the decrease in q(T)

and the considerable growth of the PG were attributed to a

decrease in the frequencies of the phonon spectrum of the

HTSC under pressure. This effect is reported in Ref. 29. In

WD HoBCO single crystals, the PG practically does not

depend on pressure, calling into question the possibility of

the phonon spectrum softening in this case. At the same

time, q(T) decreases significantly, and Tc increases with the

same intensity as in YBCO. As can be seen in Fig. 4, WD

HoBCO single crystals have a pronounced twin boundary

structure. As our investigations have shown (Sec. 5), when

pressure is applied, an appreciable role is played by the pro-

cess of ascending diffusion in such samples. As a result of

applying pressure to the single crystal, there remains only

one high-temperature phase enriched in oxygen, and there-

fore charge carriers,187,188 and the number of defects (Sec. 3)

is also reduced. It is likely that the decrease in resistance and

the growth of Tc in HoBCO single crystals are largely caused

by these processes.

We also note that, as expected, the behavior of D*(T)

before the SC transition (Fig. 34) is the same as in all HTSCs

(Fig. 27).159 Below T01 � 95.6 K (P¼ 0.48 GPa), D*(T) appre-

ciably increases, demonstrating a maximum at T� T02 (T0 for

P¼ 0 is not shown). Then follows a minimum at TG, below

which there is a sharp increase at P¼ 0 in the transition to the

critical fluctuation regime immediately near Tc. All the results

once again confirm the above assumption that excess conduc-

tivity reflects not only the value of the PG, but also the features

of the interaction in the system of HTSC charge carriers,

including when magnetic interaction is present.85,193

Thus, for the first time the LP model is used to study

the influence of hydrostatic pressure up to �0.5 GPa on

the excess conductivity r0(T) and the pseudogap D*(T)

of weakly doped HoBa2Cu3O7-d single crystals with Tc

� 61.2 K (at P¼ 0) and an intrinsic magnetic moment of

leff¼ 9.7 lB.

For the first time, it is discovered that, regardless of the

direction of the transport current with respect to the TB,

FIG. 34. The temperature dependences of the pseudogap D*(T) for the WD

HoBa2Cu3O6.65 single crystal at P¼ 0 (1) and P¼ 0.48 GPa (2), calculated

within the framework of the LP model, using Eq. (11) with the parameters

given in the text (IjjTB). Line 3 marks the linear portion of curve 2. The

dashed line 4 shows the slope that is demonstrated by magnetic supercon-

ductors such as SMFeAsO0.85.
203 Tm1 and Tm2 mark the maxima of D*(T) on

curve 1.
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hydrostatic pressure up to� 0.5 GPa has almost no impact

either on D*(T), or the ratio D� ¼ 2D�ðTmf
c Þ=kBTc.

It is shown that this behavior of D*(T) is most likely due

both to the influence of intrinsic magnetism in HoBCO and

the defects created by pronounced twin boundaries (TB) in

such single crystals. At the same time, the role of the phonon

spectrum “softening”, which plays a decisive role in the

observed significant increase of D*(T) in YBCO single crys-

tals (Sec. 4), in this case is not clear.

It was found that the effect of pressure on Tc, dTc/

dP¼þ(4.2–5.7) K/GPa, is of the same order as that of WD

YBCO single crystals, while the decrease in the resistivity

dlnq/dP ��(33 6 0.2)%�GPa�1 is �1.8 times higher. In

such samples a significant role is played by the process of

ascending diffusion under pressure, as a result of which only

one oxygen-enriched, and therefore charge carrier-enriched,

high-temperature phase remains, and the number of defects

also decreases. It is most likely that the decrease in resistance

and the growth of Tc in the HoBCO single crystal are caused

by these processes.

This assumption is confirmed by the observation of two

maxima on the D*(T) dependence at high T, which disappear

under pressure due to the ascending diffusion process. This

leads to a noticeable change in the shape of the D*(T) depen-

dence, in which an extended linear portion arises at the site

of the maxima.

It is shown that at P¼ 0 the slope of the D*(T) dependence

at high T, dD*/dT � 5.8, is the same as that observed in the

IBSCs, which indicates that magnetic fluctuations play an

appreciable role in the formation of the PG in WD HoBCO sin-

gle crystals.

Note that the slope of this linear section dD*/dT � 2.6 (for

IzTB) is 2.2 times smaller than dD*/dT� 5.8, observed in mag-

netic HTSCs, but 2 times greater than dD*/dT � 1.28, found in

non-magnetic YBCO (Sec. 4). This also indicates that the

unusual behavior of the PG in pressurized HoBCO single crys-

tals is a consequence of changes to the magnetic interactions, the

redistribution of charge carriers, and a decrease in the role of

defects as a result of the pressure exerted on the TB.

It is shown that, regardless of pressure, in the tempera-

ture range Tc–T01 the excess conductivity r’(T) is well

described by 3D AL and 2D MT fluctuation theories, demon-

strating a 3D-2D crossover with increasing temperature.

Despite the pressure applied to HoBCO single crystals,

the transition D*(T) to the superconducting state below T01

actually takes place according to the same law as in all the

other high-temperature superconductors studied by us.

Conclusion

In this review, an attempt is made to consider the main

problems facing high-temperature superconductor physics, and

to analyze the different mechanisms of how hydrostatic pressure

affects the electric transport and pseudogaps in HTSCs, taking

into account the various possible defects, and using YBa2Cu3O7-

d and HoBa2Cu3O7-d single crystal samples. At present, HTSCs

are the main object of research in the field of fundamental and

applied superconductivity, which informs the relevance of this

study. In order to improve the characteristics of existing HTSCs,

and to search for new materials with even higher superconduct-

ing parameters, it is necessary to not only develop the

technology, but also to properly understand the physics of the

processes that lead up to the appearance of superconductivity

at temperatures Tc� 100 K. However, despite intense investi-

gation of HTSCs for more than 30 years, the superconducting

pairing mechanism in such compounds is still very controver-

sial. It is believed that the ability to understand an unusual

phenomenon like the pseudogap, observed in cuprate HTSCs

at T � Tc, would make it possible to answer the question of

the SC pairing mechanism. Unfortunately the physics behind

the appearance of the PG are not completely clear.

By studying the properties of both WD and OD

YBa2Cu3O7-d and HoBa2Cu3O7-d single crystals under

hydrostatic pressure, we obtained a number of new and

unusual results. It was shown that pressure significantly

reduces the resistance of such single crystals. Moreover, this

effect in HoBa2Cu3O7-d is almost 2 times greater than in

YBa2Cu3O7-d, which has not yet been explained. It is also

shown that pressure increases the Tc in WD samples as dTc/

dP¼þ(4.2–5.7) K/GPa, but practically does not affect Tc in

OD single crystals. This result is in agreement with the con-

clusions of other articles that consider the possible mecha-

nisms of pressure influence on Tc, and account for the role of

the defective ensemble of a particular sample.

For the first time, it has been demonstrated that an

increase of the PG under pressure dln D*/dP � 0.32 GPa�1 in

YBa2Cu3O7-d single crystals is practically independent of

doping. Taking into account the results on the increase in the

SC gap of Bi2223,29 it can be assumed that the observed

effect is due to a pressure-induced decrease in the frequencies

of the YBCO phonon spectrum. However, since there is no

strict theory devoted to this question, the issue remains open.

One more interesting result is the lack of pressure impact on

the PG in HoBa2Cu3O7-d single crystals, which turned out to

be quite unexpected against the backdrop of a strong increase

in the PG of pressurized YBa2Cu3O7-d single crystals.

Considering the number of unusual properties that have been

observed for Ho single crystals, such as the strongest decrease

in the resistance under pressure, and the specific shape of the

D*(T) dependence, both at P¼ 0 and under applied pressure,

and also the fact that Ho has a large intrinsic magnetic

moment (lHo¼ 10.6 lB and leff¼ 9.7 lB in HoBa2Cu3O7-

d),
202 it can be assumed that the observed effects are a conse-

quence of changes in magnetic interactions, a specific redistri-

bution of charge carriers, and a decrease in the role of defects

as a result of pressure being applied to the TB.

In general, our studies have shown that excess conduc-

tivity, determined from resistive measurements in the LP

model, contains information not only on the magnitude and

temperature dependence of the FLC and the PG, but also on

the forces of interaction, including those that are magnetic,

which take place in specific sample.

In conclusion, the authors are grateful to L. V.

Omelchenko and E. V. Petrenko for their assistance with the

calculations and figure design.
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