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‘‘High-temperature’’ oscillations of the magnetoresistance of bismuth: a possible
alternative explanation
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It is shown that the known experimental results on the properties of the ‘‘high-temperature’’
oscillations of the magnetoresistance of bismuth—in particular, the angular dependence of the
oscillation periods on the direction of the magnetic field—can be described by the
Polyanovski� theory with the use of the condition that the cyclotron frequencies are equal or
multiples. © 2003 American Institute of Physics.@DOI: 10.1063/1.1614238#
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The goal of this communication is to explain the unus
‘‘high-temperature’’ oscillations~HTOs! of the magnetoresis
tance of bismuth on the basis of the Polyanovski� theory,1–3

which, with some additional assumptions, can provide
adequate description of the experimental results.

The observation of new quantum oscillations of the m
netoresistance of bismuth, with a period in the inverse m
netic field, DH21, which is 2–3 times shorter than that o
the Shubnikov–de Haas oscillations and with an order
magnitude smaller amplitude but a slower temperature de
was reported by Bogod and Krasovitski� in 1973.4 Since then
the new oscillations have been studied in detail in crystal
Bi and the alloys Bi12xSbx and also in crystals with dono
~Te! and acceptor~Sn! impurities.5–14Experiments have bee
done to study the manifestation of the oscillations in
thermopower15,16 and the behavior under pressure a
uniaxial deformation17,18 and in strong magnetic fields.19–21

Based on the data of these experiments it was concluded
the period of the HTOs is not determined directly by t
Fermi energy of the electronsEF

e or holesEF
h but is somehow

related to the value of the band overlapEov . The latter con-
clusion served as a stimulus for the dubious assertion22 that
the HTOs are ‘‘quantum oscillations of the probability
quasielastic intervalley scattering of charge carriers w
deep-lying energies,’’ specifically, with states at the bott
of the electron bandEc

e and the top of the hole bandEc
h .

However, the deep-lying states are traditionally considere
be completely filled. Although it was shown in a subsequ
paper23 that the deep-lying states in connection with ‘‘col
sional’’ broadening of the energy levels can contribute to
conduction, the scope of that work did not encompass a tr
ment of the detailed picture of the observed oscillation p
ods in different crystallographic directions and their we
temperature decay.

Polyanovski�1–3 singled out from the magnetocondu
tance the term involving intervalley transitions and descr
ing the properties of the HTOs—a small periodDH21 and
weak temperature decay. Meanwhile, Polyanovski�’s theory
was not accepted by the authors of the experimental pa
~see the critique in Ref. 14!, since the physical cause of th
new oscillations remained unclear. Recently Kirichenko a
Kozlov24 obtained a result similar to Polyanovski�’s in an
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analysis of a completely different object—a layered cond
tor in which, as in bismuth, there are two types of extrem
sections that govern oscillations of the magnetoconducta

Bismuth is a semimetal, with a weak overlap of the v
lence and conduction bands, as a result of which electron
hole valleys form. Taking the spectrum of a semimetal in
magnetic field as

En
e5S n1

1

2D\Ve1
pz

e2

2me

and

En
h5Eov2S n1

1

2D\Vh2
pz

h2

2mh

(Eov is the overlap energy of the bands!, Polyanovski�1–3

obtained for the conductivity in a magnetic field two term
describing interband transitions,see and shh, which deter-
mine the Shubnikov–de Haas oscillations25,26 for the elec-
tron and hole valleys, and a termseh describing the inter-
band transitions. The last term contains the product of
densities of states in different valleys. This product of tw
oscillatory characteristics gives rise not only to terms d
scribing the Shubnikov–de Haas oscillations in each of
valleys but also to a ‘‘cross’’ term with combination param
eters, arising as a result of the interference of the densitie
states in the different valleys. This term in the conductiv
can serve as an explanation for the ‘‘high-temperature’’
cillations of the magnetoresistance of bismuth. It has
form27
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Here Ve and Vh are the cyclotron frequencies of the ele
trons and holes,A(x)5 x/sinh(x) 'xexp(2x) for x@1.

Taking into consideration that

2pEF
e

\Ve 5
cSe

\eH
,

2pEF
h

\Vh 5
cSh

\eH
, Eov2EF

e5EF
h ,

we obtain Polyanovski�’s result:
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Equation~2! contains the combination areas

S65kSe6 lSh ~3!

and the combination inverse cyclotron frequencies

1

V6 5
k

Ve 6
1

Vh . ~4!

According to Eq.~2! there are two series of oscillation
with periods

DH215
2p\e

cS6 , ~5!

the temperature decay of which is governed by the facto

expS 2
2p2kBT

\V7 D . ~6!

We are mainly interested in the oscillations determin
by the combination areaS1, for which the periodDH21 is
smaller than for the Shubnikov–de Haas oscillations and
temperature decay determined by the combination freque
V2 is slower than for the Shubnikov–de Haas oscillatio
These oscillations can explain the HTOs. The second typ
oscillations—long-period, with faster temperature dec
have not been detected in experiment.

The results obtained explain well the whole complex
experimental observations. For example, adding a donor
purity ~Te! to bismuth increases the electron concentrat
and decreases the hole concentration. Additionally,EF

e in-
creases andEF

h decreases, but the period of the HTOs
mains unchanged,13 since the sum of the areas~3! remains
practically unchanged. An analogous result is obtained w
an acceptor impurity~Sn! is added to bismuth. When th
isovalent impurity antimony is added to bismuth, both en
giesEF

e andEF
h decrease, and accordingly both areasSe and

Sh decrease, leading to an increase in the oscillation pe
DH21 ~Ref. 12!. Similarly, one can explain the results of
study18 on the influence of uniaxial deformation on the pe
ods of the HTOs and also the fact that the ultraquantum li
at high magnetic field is reached simultaneously for both
Shubnikov–de Haas and ‘‘high-temperature’’ oscillations19

~Note that this would not be the case if the HTOs were
lated to some energy other than the Fermi energy, as in
model of Ref. 22!.
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The most important result of the experimental study
HTOs is the dependence of the oscillation periodsDH21 on
the orientation of the magnetic field with respect to the cr
tallographic directions7,9,16~Fig. 1!. Let us discuss these find
ings.

As was noted in Refs. 1–3, the HTOs are due to int
valley transitions of electrons which occur at resonant val
of the magnetic field, fields at which Landau levels in t
different valleys are simultaneously found near the Fe
energy. However, the frequency with which such events
cur as the magnetic field is varied is determined exclusiv
by the frequency with which Landau levels pass through
Fermi energy in the band with the higher cyclotron fr
quency~lower cyclotron mass!, and so this does not give ris
to a new periodDH21 of the magnetoresistance oscillation
The new period is due to the appearance of a combinatio
cyclotron processes in the two valleys. Polyanovski�’s theory,
of a formal mathematical construction, does not allow one
understand the physical nature of the simultaneous osc
tory terms. As we have said, the crossing terms appear
result of the interference of the oscillatory dependences
the densities of states in the different valleys. The rea
why the amplitudes of these oscillations are not small~unde-
tectable! is apparently of a quantum nature, like that whi
was pointed out by Adams and Holstein26 in an analysis of
the Shubnikov–de Haas oscillations in the single-band c
having to do with the influence of electric field on the col
sion integral.

It is important to note that for the intervalley conversio
transitions, the density of states has features~maxima! in
both the initial and final states. In addition, expression~2! for
the ‘‘high-temperature’’ oscillations, unlike the case of th
Shubnikov–de Haas oscillations,26 does not contain the
value of the chemical potential, and the energiesEF

e andEF
h

are related through a constant, nonoscillatory quantity—
overlap energyEov . For this reason the amplitude of th
oscillations is not very sensitive to temperature smearing
the Fermi boundary, i.e., the temperature decay of the os
lation amplitude is weak.27

Experimental observations show that the amplitude
the HTOs in bismuth increases with temperature in the ra
1.5–10 K, passes through a maximum~at 10 K!, and then
falls off slowly.9,14 The authors justifiably surmised tha
high-frequency thermal phonons excited at the higher te

FIG. 1. Angular dependence of the periodsDH21 of the ‘‘high-
temperature’’ oscillations in bismuth, obtained in measurements of the d
onal and off-diagonal components of the magnetoresistance tensor~d—data
of Ref. 7; n—mean period;9 3—period obtained from the angular shift o
the extrema9! and from thermopower measurements~s—Ref. 16!.
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FIG. 2. Angular dependence of the cyclotron mass in bismuth, constructed from the data of Refs. 28–30.
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peratures play a role in the formation of the HTOs. This r
may reduce to the circumstance that the turning on
electron–phonon scattering leads to the appearance of
electron states below the Fermi energy, which are needed
isoenergetic intervalley transitions.

The possibility of electron intervalley conversion tran
tions is obvious when the cyclotron frequencies on the
tremal orbits in the different valleys are equal, since in t
case the electron states remain coherent. That was the
considered in the paper by Kirichenko and Kozlov.24 How-
ever, in bismuth it is only when the magnetic field directi
is along the trigonal axisC3 that the cyclotron frequencies o
electrons and holes are approximately equal~the cyclotron
effective masses are equal to 0.0630m0 for electrons and
0.0639m0 for holes!. When the field deviates from theC3

axis, and especially for a field direction along the bisectorC1

and binaryC2 axes, the cyclotron effective masses of ele
trons and holes are considerably different. Meanwhile,
HTOs in bismuth are observed for arbitrary directions of
magnetic field.

We note that the possibility of electron intervalley co
version transitions remains present for multiples of the
clotron frequencies as well. Indeed, if the cyclotron frequ
cies for the two valleys are multiples of each other, th
with a frequency equal to the lower of the two cyclotro
frequencies, the coherence of the electron states is per
cally recovered, i.e., the conditions for a resonant transi
of an electron from an orbit in one valley to an orbit
another valley are restored.

We choose the harmonicsk and l in formula ~2! such
that their ratio corresponds to a multiple of the cyclotr
frequencies, i.e., we let

k

l
5

Ve

Vh 5
mh

me 5K, ~7!
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e
e
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-
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where K51,2,3... are integers. This assumption was a
made in Refs. 1 and 2.

To check stated assumptions we calculated the poss
oscillation periods according to Eq.~5! with the use of rela-
tion ~7!. Figure 1 illustrates the experimental data for t
periodsDH21 of the HTOs in bismuth upon variation of th
magnetic field direction. The angular dependence of the
riods DH21 for the bisector planeC3C2 was taken from
Refs. 7 and 16 and for the binary planeC3C1 from Refs. 7
and 9. It is seen that the values of the HTO periodsDH21

have a considerably larger scatter than for the Shubnikov
Haas oscillations~see Ref. 7!; in particular, the pattern for
the bisector planeC3C2 does not have mirror symmetry. I
Ref. 9, observations of the HTOs were made as the angl
rotation of the magnetic field in the binary planeC3C1 was
varied with a step of 1 – 2°, and it was found that in ma
cases two close periods were observed, and in some d
tions oscillations were not detected.

The results of calculations of the periodsDH21 accord-
ing to formulas~5! and~3! with the use of~7! are extremely
sensitive to the initial data for the cyclotron massesm* and
the cross-sectional areasS in bismuth, and for this reason w
give in Figs. 2 and 3 the angular dependences ofm* andS
adopted in the calculations. The angular dependences fo
masses were constructed according to the data of cyclo
resonance studies,28–30 the data for the areas were gener
ized according to studies31–34of the Shubnikov–de Haas an
de Haas–van Alfven effects in bismuth. The values ofm*
andS for the principal directions of the magnetic field~along
the C1 , C2 , andC3 axes! correspond to the numbers give
in the review by Edelman.35

If the periodsDH21 are calculated according to Eqs.~5!
and ~3! for the values of the harmonicsk5 l 51, then good
agreement with experiment is obtained only forHiC3
efs. 31–
FIG. 3. Angular dependence of the areas of sections through the hole and electron ellipsoids in bismuth, constructed according to the data of R34.
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(DH2150.6331025 Oe21). For the directionHiC2 the
calculated value ofDH21 (0.25331025 Oe21) is almost
one and a half times larger than the experimentally obser
value (0.1831025 Oe21). For the directionHiC1 the differ-
ence reaches a factor of 2.5: the calculation gives 0
31025 Oe21 while the experimental value is approximate
0.1831025 Oe21. Accordingly, the angular dependences
DH21 for the bisector (C3C2) and especially for the binary
(C3C1) planes differ appreciably from the picture observ
experimentally. Consequently, this version of Polyanovsk�’s
theory does not give numerical agreement with experime

A completely different result is obtained when conditio
~7! is used. Figure 4 shows the results of calculations of
periodsDH21 with the use of that condition.

The calculations were done for values up toK510,
since beyond that the error of the calculations gro
strongly. The dashed curves in Fig. 4 show proposed ex
sions of the calculated curves ofDH21 to values for mag-
netic field directions along theC1 andC2 axes. It is seen tha
the calculated picture~Fig. 4! reproduces the experimental
observed picture~Fig. 1! to a satisfactory degree of approx
mation.~One must consider the error of both the experim
tal observations and of the initial data for the calculation!

We note that in the case when high harmonics particip
in the formation of the oscillations~for a strong deviation of
the field from theC3 axis!, the oscillations take on a les
perfect sinusoidal form and their amplitud
decreases.6,9,16,18,19

On account of the Dingle smearing of the levels, osc
lations of an interference nature can be observed not on
exact integer values of the ratiomh/me but also close to thes
values. For an exact integer value of the ratiok/ l 5mh/me

the inverse combination cyclotron frequency tends tow
zero, i.e., the temperature suppression of the oscillations
cause of smearing of the Fermi distribution vanishes,
only the Dingle smearing remains. The same result was
tained by Kirichenko and Kozlov24 in considering a layered
conductor in which the cyclotron frequencies on two cro
sections are equal.

We note that the oscillations shown by the dark dots
Fig. 4 cannot be designated as hole or electron; they are o
interference nature and are combination oscillations.

We note another important result of the calculations:
the planes (C3C1) and (C3C2) ~see Fig. 4! the calculated
points form two chains of possible oscillation periods w

FIG. 4. Angular dependence of the calculated values of the periodsDH21

of the ‘‘high-temperature’’ oscillations in bismuth. For the trigonal pla
C1C2 , as in Fig. 1, a 30° sector is given; the rest of the pattern is mi
symmetric.
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slightly different values, as has been noted repeatedly by
authors of experimental papers~see Refs. 9 and 13, etc.!

Thus formulas~2!–~5!, which were obtained by Poly
anovski� for explaining the ‘‘high-temperature’’ oscillation
of the magnetoresistance in bismuth, give a completely s
cessful description of the properties of those oscillations a
in particular, describe the angular dependences of the o
lation periodsDH21 with respect to the magnetic field direc
tion. In our view it remains necessary to solidify the physic
grounds for the nature of the combination areas and to
plain the temperature dependence of the oscillation am
tude at lower temperatures (,10 K). The above consider
ations are only of a preliminary character.

We are grateful to V. B. Krasovitski�, Yu. A.
Kolesnichenko, V. G. Peschanski�, and A. A. Slutskin for a
helpful discussion of the problem, and to I. V. Kozlov fo
communicating valuable information.
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